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Enabling Efficient Random Access to Hierarchically
Compressed Text Data on Diverse GPU Platforms
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Abstract—The tremendous computing capacity of GPU offers
significant potential in processing hierarchically compressed text
data without decompression. However, current GPU techniques
offer only traversal-based text data analytics; random access is
exceedingly inefficient, limiting their utility significantly. To ad-
dress this issue, we develop a novel and widely applicable solution
that prompts random access to hierarchically compressed text data
without decompression in GPU memory. We address three main
challenges for enabling efficient random access to compressed text
data on GPUs. The first challenge is designing GPU data structures
that facilitate random access. The second challenge is efficiently
generating data structures on GPU. The CPU is inefficient when
generating data structures for random access, and this inefficiency
increases considerably when PCIe transmission is incorporated.
The third challenge is query processing on compressed text data in
GPU memory. Random accesses, such as data updates, cause mas-
sive conflicts among countless threads. In order to address the first
challenge, we develop several compressed GPU data structures,
including indexing within the intricate GPU memory hierarchy. To
handle the second challenge, we propose a two-phase process for
producing these data structures on GPU. For the third challenge, a
double-parsing design is proposed as a solution to avoid conflicts.
We evaluate our solution on three platforms, two server-grade GPU
platforms and one edge-grade GPU platform, using five real-world
datasets. Experimental results show that random access operations
on GPU achieve an average speedup of 52.98× compared to the
state-of-the-art solution.

Index Terms—Big data applications, data compression, parallel
architectures, query processing, text analysis.

Manuscript received 30 November 2022; revised 8 May 2023; accepted
27 June 2023. Date of publication 11 July 2023; date of current version 11
August 2023. This work was supported in part by the National Natural Science
Foundation of China under Grants 62172419 and 62322213, in part by Beijing
Nova Program, and Public Computing Cloud, Renmin University of China.
This work was also supported by funds for building world-class universities
(disciplines) at Renmin University of China. Recommended for acceptance by
M. Si. (Corresponding author: Feng Zhang.)

Yihua Hu, Feng Zhang, Yifei Xia, Zhiming Yao, Letian Zeng, Haipeng
Ding, Zhewei Wei, Xiao Zhang, and Xiaoyong Du are with the Key
Laboratory of Data Engineering and Knowledge Engineering (MOE), and
School of Information, Renmin University of China, Beijing 100872, China
(e-mail: chronomia@ruc.edu.cn; fengzhang@ruc.edu.cn; xiayifei0101@ruc.
edu.cn; 2020201366@ruc.edu.cn; 2019201413@ruc.edu.cn; dinghaipeng@
ruc.edu.cn; zhewei@ruc.edu.cn; zhangxiao@ruc.edu.cn; duyong@ruc.edu.cn).

Jidong Zhai is with the Department of Computer Science and Tech-
nology, Tsinghua University, Beijing 100084, China (e-mail: zhaijidong@
tsinghua.edu.cn).

Siqi Ma is with the School of Engineering and Information Technology,
University of New South Wales, ADFA, Sydney, NSW 1466, Australia (e-mail:
siqi.ma@unsw.edu.au).

Digital Object Identifier 10.1109/TPDS.2023.3294341

I. INTRODUCTION

B EING one of the most powerful parallel accelerators [1],
[2], [3], [4], [5], [6], GPUs have been effectively deployed

to text analytics directly on compression (TADOC) [7], [8],
[9]. By utilizing data redundancy, the GPU-based TADOC (G-
TADOC) can achieve both time and space savings. Experiments
indicate that G-TADOC, which combines TADOC and the ex-
traordinary computing capacity of GPU, is capable of handling
cluster-level text data processing [8]. However, G-TADOC sup-
ports only traversal-based operations that require traversing the
whole compressed text data. Random access, another funda-
mental set of operations, is not well supported by G-TADOC
as it involves only partial data and does not necessitate a full
dataset scan. Moreover, with the prevalence of embedded GPU
platforms, edge GPU has been deployed in diverse situations,
such as object detection [10], [11], [12], [13], emotion recogni-
tion [14], [15], autonomous driving [16], genomic analysis [17],
and traffic control [18], [19]. Besides, with the continuously
surging demand for flexibility and scalability in data processing,
edge devices are also playing an increasingly important role in
the data processing field [20], [21], [22]. Therefore, it is critical
and necessary to enable random access to enhance text data
processing for diverse GPU platforms.

Enabling random access to compressed text data on GPU
can yield considerable benefits. First, many query operations
are based on random access. Consequently, enhancing random
access on GPU enables the efficient execution of a variety
of queries on compressed text data employing the high GPU
compute capacity. Second, GPU offers massive parallelism. The
involvement of GPU provides abundant possibilities in the time
reduction for batches of random access operations. Third, text
analytics consists of two fundamental data processing opera-
tions: traversal-based operations and random access operations.
G-TADOC has already supported traversal-based operations, so
optimizing random access on GPU can complete the functional-
ity of G-TADOC. Moreover, since the GPU memory is limited,
this technology can greatly alleviate the limitation induced by
the lack of storage space on the GPU.

Many studies have explored the data processing of com-
pressed data in diverse environments. Hierarchical compression
refers to the compression using rules to represent repeated text
data to reduce the amount of data [23]. The text data after using
hierarchical compression are called hierarchically-compressed
data. Sequitur [24], [25], [26], [27] is a representative of
the hierarchical compression method and TADOC [28], [29]
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extends it to traversal-based analytics on compressed text data.
Zhang et al. [30] also studied random access to compressed
text data on CPU. Zhang et al. [8] then extended TADOC in a
heterogeneous environment, and exhibited significant potential
in applying GPUs in text analytics. Because the technology
of compressed data direct processing can greatly expand the
amount of text data that the GPU can manage, Zhang et al. [9]
applied TADOC to the embedded GPU environment. The
compression-based data processing shows unprecedented op-
portunities in resource-constrained environments. However, to
the best of our knowledge, no work explores the possibility of
supporting efficient random access to hierarchically-compressed
text data on GPU, not to mention the edge-grade GPU platforms.

Although facilitating random access without decompression
on GPU can bring significant benefits, enabling these tactics
confronts the following challenges. 1) In data structure gen-
eration, traditional methods [8], [9] generate the GPU data
structures from the CPU side, and then copy these structures
from CPU to GPU via PCIe, which is time-consuming. A more
efficient solution is to generate the data structures directly on
GPU. However, according to the studies [8], [9], distributing
tasks of data structure construction to threads on GPU requires
both element counting and offset recording. It is difficult for
GPUs to allocate space to store these data for each vertex during
graph traversal dynamically. 2) In query processing, random
access operations on compressed data can result in severe data
conflicts in parallelism. For instance, given the issue of data
dependency, insert operations should be conducted exactly in
the addressed sequence within the same file, since any changes
made to the operation order can lead to misconceptions about the
insert location. Moreover, the edge-grade GPU platform usually
employs a CPU-GPU integrated architecture, which requires
targeted optimizations.

To solve these critical challenges, we propose a series of novel
solutions. 1) In data structure generation, we develop a novel
GPU-based generation process at the rule-level during DAG
traversal. To meet diverse requirements for random access, we
develop a hybrid strategy of light-weight breadth-first traversal
and sequence-guaranteed traversal to generate all required data
structures. Then, we parallelize the traversal tasks by rules to
maximize GPU parallel resource utilization. 2) In query process-
ing, we develop a novel double-parsing strategy to minimize data
dependencies among different operations on GPU. We develop
a fusion of two functions for random access operations with data
conflicts. The first function comprehends the parameter offset as
relevant to previous changes within the same query batch, allow-
ing it to handle nested insertions in the same location. The second
function comprehends the offset based on the original text data
status before changes, supporting query-level parallelism. The
combination of the two functions covers practical applications
in all cases while assuring good performance. It should be noted
that our method is only for text data. Our initial work has been
presented in the study [31], which provides only preliminary
results without the diversity of GPU platforms. Compared to
the previous study [31], we provide adaptation to different GPU
platforms and add new insights from various perspectives.

We evaluate our solution on three platforms, two server-grade
GPU platforms and one edge-grade GPU platform, using five

real-world datasets with diverse characteristics. Compared to
the state-of-the-art random access method [30], our solution can
provide an average of 52.98× in random access operations and
56.35% time saving in data structure generation. In the detail
of five random access operations, we attain the acceleration of
24.59× in count, 16.26× in search, 44.69× in extract, 53.52×
in append, and 124.86× in insert, respectively. Moreover, our
solution achieves a compression ratio of 2.92 on average.

We mainly provide the following contributions.
� We unveil the challenges and difficulties of enabling ef-

ficient random access to hierarchically-compressed text
data on GPUs, and show our insights into common random
access operations.

� We provide a novel design of GPU-based data structure
generation, and deliver the first solution that can efficiently
support random access to compressed text data on GPU.

� We adapt our solution to different GPU platforms and
demonstrate the benefits from both power and cost per-
spectives.

� We evaluate our solution on both server- and edge-grade
GPU platforms with five datasets, and prove the perfor-
mance superiority over the state-of-the-art solution.

II. BACKGROUND

A. Random Access in TADOC

TADOC [7], [28], [29], [30], [32], [33] is a novel hierarchi-
cally compression design that performs text analytics directly
on compressed data. Different from traditional compression
schemes, it does not pursue an extremely high compression ratio,
but rather a compromise with performance. TADOC represents
the text data in the form of context-free grammar (CFG) by
describing words as different terminators and summarizing the
repeated content fragments of the text as rules. By using the
same rule to represent repeated strings, TADOC can achieve
significant space savings. TADOC is a lossless compression
method and we can restore the original uncompressed text data
by parsing the hierarchical rules. To support cases with multiple
files, TADOC joins unique file splitters into boundaries between
files to indicate file separation. Moreover, the rule-based repre-
sentation of TADOC can be regarded as a DAG, so common
operations on TADOC-compressed data can be mapped to a
DAG traversal problem.

Rule-Based Representation: Fig. 1 illustrates the working
principle of TADOC on an example of two files. Fig. 1(a)
shows the original text data, including two consecutive files
with abstract words marked as wi. The CFG transformation
of the input data is shown in Fig. 1(b). The root rule R0 implies
the overall content of the input data. By recursively replacing
the rules with its production on the right, we can restore the
full scope of the primary text. Such representation delivers a
succinct description of the raw data by concluding the repetitive
strings such as “w1w2” in both files into one rule. The CFG
representation can be viewed in its equivalent form of DAG
organization, as displayed in Fig. 1(c). Edges in DAG indicate
the hierarchical reference relation from parents to children.

Random Access Data Structures: We show the major data
structures used in random access [30] in Fig. 1(d). We assume
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Fig. 1. TADOC illustration.

that the length of each word is 2. For word2rule, the entry for each
word contains the pairs of rules and frequencies that the word
occurs in the related rules. For rule2location, as to each rule, the
locations in the original uncompressed files are represented as
〈total, length, 〈file1, num1, start11, start12,· · ·〉, . . . , 〈filei,
numi, starti1, starti2, · · ·〉〉, where total is the total number
of locations, length is the length of the rule, filei is the ith
file the rule appears, numi is the number of the rule in filei,
and startij is the jth start location of the rule in filei. For
rootOffset, it stores the offsets for different elements in the root.

Random Access Example: We use search(file1,w1) as an
example to show the workflow of random access operations in
Fig. 1(c). Assume that the length of a word is 2. In this example,
the operation searches for all occurrences of w1 in file1 and
returns the corresponding offsets. In detail, first, we fetch all
appeared rules of w1 in the data structure word2rule, which are
R1 and R2. Second, we obtain all the appearing locations in
all files for each rule from the data structure rule2location, and
then filter out the specific records of the target file, which is
file1. We obtain the rule location 〈R2, 4〉 in this step. Third, we
search through R2 and record all w1 offsets within the rules. By
merging the word offset 〈w1, 0〉 with the rule location 〈R2, 4〉,
our search function returns the result offset 4.

B. GPU

GPUs are common heterogeneous accelerators in HPC do-
main [1], [2], [3], [4], [5], [6], [34], [35] and its application scope
is gradually expanding from scientific data analytics to data
science domain [36], [37], [38], [39], [40], [41], [42], including
text analytics. These data science problems can be turned into
HPC problems to solve. In detail, GPU assists different kinds
of assignments in improving their processing throughput in
parallel, and has already been demonstrated to be successful
in accelerating traversal-based text analytics in TADOC [7], [8],
[9]. Random access queries, such as counting for a specific word,
can have low data dependency in the same batch, making them
more compatible with GPU working styles. Moreover, since the
GPU memory is limited, the compressed data direct processing
technology can greatly alleviate the limitation caused by the
fixed discrete GPU memory. Therefore, we consider it a promis-
ing solution during the conceptualization phase of our work.

Diversified GPU Platforms: With the development of parallel
systems, GPUs are also integrated into embedded edge devices.
Accordingly, we now have server-grade GPU platforms and

edge-grade GPU platforms. The server-grade GPU platform
usually adopts a discrete architecture, which is connected to
CPU via PCIe. In contrast, the edge-grade GPU platform adopts
an integrated architecture, which integrates both CPU and GPU
on the same chip, sharing the same memory. More optimization
details are discussed in Section V.

GPU Utilization: To optimize applications on the GPU, we
need to consider the unique GPU architecture design. GPU in-
volves drastically more arithmetic logic units (ALUs) for parallel
data computation and consequently less space for cache systems,
which is different from CPU. The large number of streaming
multi-processors (SM) consisting of massive lightweight cores
provides GPU with the ability to work on multiple pieces of
data simultaneously. However, dependencies and data conflicts
exist among tremendous threads. Besides, fully utilizing various
kinds of APIs contributes to promoting the performance of GPU
applications [43], [44]. All these factors need to be considered
in enabling random access to hierarchically-compressed data on
GPUs.

III. MOTIVATION

A. Revisiting Random Access in Compressed Data

With the development of Big Data technology, the amount
of data to be processed becomes very large [45], [46], [47],
and the demand for high-throughput text random access has
gradually emerged [48]. Efficient random access can help to
uncover valuable information in text data with high information
density, which includes but is not limited to news [49], legal
affairs [50], [51], webpages [52], [53], medical records [54],
[55], and logs [56].

Under this circumstance, our work enabling random access
to compressed text data well supports the construction of online
text analytical processing with five random access operation
interfaces. Besides, with the assistance of GPU, we can use only
one heterogeneous server to meet the needs of a large number
of users, which greatly reduces the burden of the platform.

We revisit previous random access in TADOC [30], which
involves the following five common operations to support var-
ious random accesses to compressed data. As for deletion, it is
not common in the domains we examine since this technology
targets datasets with long-term value [30], [32].
� extract(f,pos,len): The operation extract returns the string

in file f at location pos with length len.



2702 IEEE TRANSACTIONS ON PARALLEL AND DISTRIBUTED SYSTEMS, VOL. 34, NO. 10, OCTOBER 2023

� search(f,w): The operation search returns the offsets of
word w from file f .

� count(f,w): The operation count returns the number of
frequencies of word w in file f .

� insert(f,pos,str): The operation insert puts string str at
location pos in file f .

� append(f,str): The operation append adds string str at the
end of file f .

These common random access operations are essential for
text analytics on GPUs. Given that G-TADOC generates 31.1×
performance speedup compared to TADOC [7], [8], [9], we be-
lieve that enabling efficient random access on GPU also provides
significant performance benefits. However, before we show the
challenges of developing these operations on GPU, we need to
first clarify why previous GPU-based traversal is inapplicable.

Why Previous GPU-Based Traversal Does not Work? The
specialties in random access require complicated data manipula-
tions between rules, which have not been considered by previous
works [8], [9]. In detail, first, each node in the DAG represents a
rule, which includes additional data structures such as subrules
and words. Previous GPU-based traversals do not involve these
contents. Second, the majority of previous works [57], [58], [59],
[60], [61] rely on BFS, which is simple for parallelization. To
obtain the offsets of each element in the DAG on the GPU, the
data structure generation process needs to perform sequential
guaranteed DAG traversal, which is different from BFS. Third,
random access necessitates fast locating the data that need to
be accessed, which requires indexing. There is no previous
literature on building GPU indexes based on grammatical rule
compression.

B. Challenges

Developing efficient random access to hierarchically-
compressed data on GPU needs to handle the following chal-
lenges.

Random Access Data Structure Generation: Distributing the
DAG traversal process to parallel GPU threads for data structure
generation has three challenges.
� Most data structures of random access operations in TA-

DOC are constructed dynamically on the fly, which cannot
be calculated in advance, meaning that the size of the used
space is unknown until the building process is complete.
Different from the CPU, the GPU cannot handle dynamic
memory allocation efficiently, especially among multiple
parallel threads.

� The generation process of data structures requires the
traversal of the entire DAG, but different structures have
distinct construction requirements. For example, the data
structure ruleFreq needs to calculate the frequency of
rules that appear in different files, while rule2location is
designated to record the offset of each rule’s appearance.
The differences in objectives lead to the diversion of the
traversal method choices.

� The sequence-guaranteed depth-first traversal is essential
for the validity of offset calculation. However, the depth-
first traversal is hard to parallel due to the dependencies
among vertices, and can cause unbalanced thread load.

Fig. 2. Solution overview.

Data Conflicts in Random Access Operations: Executing ran-
dom access operations in parallel among massive GPU threads
undoubtedly leads to performance acceleration. However, op-
erations that specify the modification location by file indexes
and offsets can cause severe data conflicts. We consider two
exemplary insert queries, insert1 and insert2. The operation
insert1 puts the string “a” at offset 6 in file1, and insert2
puts the string “b” at the beginning of file1. The queries come
as “insert1, insert2”, meaning that insert1 is expected to
perform first with the insertion of “a” at offset 6. However, the
reversal in order can cause the string “a” inserted one byte before
the expected position. Therefore, if two threads are allocated
to execute the two insertions, the result can be different for the
conflicts of accessing the offset and uncertainty of the processing
sequence. Applying locks in the parallel environment can solve
the problem of data conflicts, but at the cost of significant
performance degradation.

Moreover, for the diverse GPU platforms, additional opti-
mizations and adaptations are required.

IV. OUR SOLUTION

A. Overview

We show the overview of our solution in Fig. 2. Our solution
consists of three modules: GPU-based data structure architecture
module, data structure parallel generation module, and random
access operation module. All relevant data structures are gener-
ated and stored directly in the GPU, which avoids unnecessary
data transmission overhead between the CPU and GPU. The
input is TADOC compressed data, and the output is the result of
random access operations.

Workflow Between Different Modules: The three modules
work together to enable random access to compressed data on
the GPU. In the data structure architecture module, we cover all
data structures in the study [30], and develop the GPU-based
CSR buffer and Hash table to record the frequency of words and
rules, which can achieve significant space savings while assur-
ing fast indexing performance. They are capable of supporting
operations in the random access module. The data structures
are generated by the data structure generation module, in which
we develop a GPU-based two-phase traversal for preprocessing.
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The preprocessing calculates the space occupancy in advance,
which is a prerequisite for allocating data structures. In the
random access operation module, we utilize parallel threads
provided by GPU to process multiple random access operations
simultaneously. For output generation, the results from separate
threads are to be merged and copied back to the CPU.

Solution to Challenges: Our solution can address the chal-
lenges mentioned in Section III-B. The two-phase traversal
can manage the counting and offset calculation to address the
challenges in the generation of random access data structures
on GPU. Since the sub-DAG of the same rule is identical, we
can avoid processing the same content in different working
threads by parallelizing at the rule level from the root. Besides,
parallelism on the rule level provides high utilization of thread
computing resources. To handle data conflicts in random ac-
cess, we develop a double-parsing design. In the first parsing,
we assume that offsets provided by the same batch of update
operations are relevant to all former operations, implying the
restriction on the sequence of updates within the same file. In
the second parsing, we regard the batch of updates come at the
same time. The given offsets are based on the same text status
and are independent of other concurrent insert operations. For
the edge-grade GPU platform, we provide adaptation detailed
in Section V.

Difference From Previous Work: Our solution has signifi-
cantly different application scenarios compared to the previous
G-TADOC [8]. First, G-TADOC necessitates the scanning of the
whole dataset. In contrast, our solution aims to involve the mini-
mum memory footprint, focusing more on data locality on GPU.
Second, previous G-TADOC does not involve data changes,
while our solution involves updates to the compressed data on
GPU. Third, previous G-TADOC launches massive threads for
the same traversal-based analytics task, which is not referable
due to the task diversity of threads in our work. Besides, our
solution is significantly different from previous random access
on CPU [30]. Although the previous random access work [30]
adopts similar data structures, it lacks fine-grained large-scale
thread parallelism and cannot address the challenges mentioned
in Section III-B. Therefore, the previous work [30] cannot be
executed efficiently on GPUs.

Next, we explain in detail about these modules, including
data structure architecture module in Section IV-B, data structure
generation module in Section IV-C, and random access operation
module in Section IV-D.

B. Data Structure Architecture

We show the detailed data structure architecture in this part.
Different from the previous work [30], we propose a new data
structure rule2file and use GPU-friendly storage formats to store
our data structures. In detail, rule2file is used in count and
search to achieve better performance, and we use thread-friendly
buffers and GPU-based Hash tables to fully utilize the GPU. We
cover the main data structures mentioned in Section II-A, which
are well optimized on GPU.

Analysis: We can infer the sizes of the data structures
rootOffset, bitmap, and records from the characteristics of the

Fig. 3. Illustration of the word2rule storage form.

compressed data and the operations. These three data structures
are stored in the form of one-dimensional arrays and can be
allocated directly from the CPU. For the other data structures,
including rule2location, word2rule, and rule2file, their space
occupations keep changing during the generation process. Since
GPU has limited ability to manage dynamic memory allocation
between threads, we develop a preprocessing procedure, detailed
in Section IV-C, to calculate the buffer size before data gener-
ation. We also extend the Hash table and CSR storage format
to attain efficient indexing while ensuring space savings. We in-
troduce the detailed data structures of rule2location, word2rule,
rule2file, and records as follows.

word2rule: This data structure is useful for word indexing. It
is stored in the CSR format in GPU memory. When receiving
rules, our solution generates the word2rule index in ascending
order. Fig. 3 shows an example of the storage form of word2rule
on the GPU. It consists of three arrays: wordArrary, ruleArray,
and freqArray. In detail, wordArrary provides the mapping from
each word to a range in ruleArray, which stores all rules it
appears; ruleArray records the specific rules that each word
appears; freqArray records the appearing frequency for each
word-rule pair. The frequency stored in freqArray corresponds
to the rule index at the same location in ruleArray. To be specific,
Rij represents the (j + 1)th rule where the ith word resides, and
so does to freqArray. Given a random word, we can efficiently
fetch rules with its presence and its frequency. For instance,
when conducting the search(fi, wj) operation, we need to locate
rules containing the word we are looking for. That is, we need
to use wordArray and ruleArray in the word2rule CSR buffer:
we first fetch wordArray[j-1] as lj in the CSR buffer and then
fetch wordArray[j] as hj . After that, we can iterate through
ruleArray[lj , hj) to obtain all rules containing wj. Performing
count(fi, wj) is similar.

rule2location: This data structure is useful for offset-related
operations. We record the relative offsets in the root rule due
to the parallel generation process mentioned in Section IV-C.
The rule-location mappings are stored in two arrays: ruleArray
and locationArray. The first is ruleArray, which provides the
mapping from each rule to its corresponding range in locationAr-
ray. The second is locationArray, which specifies the appearing
locations of each rule. The number of occurrences of each rule in
the original file, as well as the total number of occurrences of all
rules, are unknown. To generate rule2location, in our two-phase
traversal, we construct ruleArray in the first phase, and then
construct locationArray with the assistance of ruleArray in the
second phase.

rule2file: This data structure is constructed in the form of a
GPU-based hash table to facilitate counting and searching. It
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Fig. 4. Illustration of records and insert.

Fig. 5. Conventional GPU-based DAG traversal.

records the frequencies of rules in files and returns the number
of occurrences for each rule-file pair. In detail, the key of this
hash table is built featured with a<file, rule> pair while its value
is the frequency of the <file, rule> pair. For count and search
operations, it can work with word2rule to realize the indirect
mapping from words to files. The hash table takes the rule index
and the file index as parameters and supports multi-threaded
insert and search.

records: This data structure is used for insert and append.
The insertion progress is shown in Fig. 4(a) and the content
of records is shown in Fig. 4(b). When performing insert, we
need to integrate the inserted data into records, where fileID
represents the exact file we insert, fileOffset represents the offset
we insert in this file, ruleID is the rule we insert, ruleLocation is
the inserted location of the rule, replaceWord is the original word
we insert, content is the string we insert, ptr is the list pointer
to the recordID inserted at the same place (default as null), and
ruleStartOffset is the starting offset of the rule to insert. An
example of insert using records is illustrated in Section IV-D.

C. Data Structure Generation

Analysis: As discussed in Section IV-B, to generate the data
structures for random access, we need to calculate the space
sizes for different data structures in the first phase, and then
allocate the memory space according to the determined sizes
in the second phase. We show an example of traditional BFS-
based traversal in Fig. 5, where each node is associated with a
thread. However, it has three limitations. First, it treats the rules
that appear multiple times as distinct rules, which cannot utilize
the data redundancy. Second, it associates each rule with one
thread, which involves large data transmission overhead between

Fig. 6. Two-phase DAG traversal on GPU.

threads. Third, to calculate offsets, a sequence-guaranteed DFS
traversal is required. Based on these reasons, we abandon the
conventional DAG traversal design.

Two-Phase Traversal Design: We develop a two-phase traver-
sal that is capable of efficiently generating the random access
data structures. Fig. 6 illustrates our two-phase traversal. The
first phase is a light-weight breadth-first traversal, as shown in
Fig. 6(a). It needs to output the rule frequencies for memory
allocation. The second phase is the sequence-guaranteed traver-
sal, as shown in Fig. 6(b), in which we generate data structures
based on the results from the first phase. This design utilizes
the computing resources of threads to the maximum, attaining
substantial time savings compared with the conventional design.
We show the detailed design of the two phases as follows.

Phase 1: Light-Weight Breadth-First Traversal: The first
phase is used for calculating rule frequencies.

1) Design: We utilize the GPU kernel to perform probing at
each DAG depth in this phase. During the first phase traversal,
we traverse through the DAG from top to bottom for rules, and
record the frequencies of all rules of the text data to a temporary
array ruleFreq.

2) Algorithm: We show the pseudo-code of the first phase
in Algorithm 1. The function breadthFirstTraversal sets the
variable stopFlag to false at line 2 and initializes the two arrays
currFreq and nextFreq at line 3. The array currFreq records the
rule frequency from the higher depth, while the array nextFreq
records the rule frequency in the processing depth. The do-while
loop of lines 4-8 repeatedly counts the rule frequency of the
current DAG depth. The variable stopFlag is responsible for
judging the cease time for the do-while loop. In each iteration
of the loop, the stopFlag is first set to true, and the GPU kernel
getFreq is then invoked to calculate the rule frequencies in the
current depth and update stopFlag. After the call to the kernel,
elements in the currFreq shall be set to 0, and the references
to currFreq and nextFreq shall be swapped in line 7. Therefore,
nextFreq generated in the current depth can be directly utilized
in the next iteration.
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Algorithm 1: Phase 1: Light-Weight Breadth-First Traver-
sal.

1: function breadthFirstTraversal(ruleFreq)
2: stopF lag ← false
3: initialize currFreq and nextFreq
4: do
5: stopF lag ← true
6: getFreq(currFreq, nextFreq, ruleFreq, stopF lag)

with at least rules.size threads
7: swap currFreq and nextFreq
8: while stopF lag is false
9: end Function

10: function getFreq(currFreq, nextFreq, ruleFreq,
stopF lag)

11: ruleIdx← tid �GPU thread ID
12: if ruleIdx is not in the range of rule indexes then
13: return
14: end if
15: if currFreq[ruleIdx] is 0 then
16: return
17: end if
18: updateFreq ← currFreq[ruleIdx]
19: atomicAdd(ruleFreq[ruleIdx], updateFreq)
20: for each subEleIdx in rules[ruleIdx] do
21: if subEleIdx is in the range of rule indexes then
22: atomicAdd(nextFreq[subEleIdx], updateFreq)
23: end if
24: end for
25: stopF lag ← false
26: currFreq[ruleIdx]← 0
27: end Function

The function getFreq calculates the frequency for each rule
based on currFreq. Line 11 stores the thread ID in ruleIdx. Then,
if ruleIdx is not in the range of rule indexes, that is, between 0
and rules.size, the kernel returns at line 13. For rules that do not
appear in the last depth, the kernel directly returns in line 16.
Line 18 sets the variable updateFreq as the rule frequency in the
last iteration of ruleIdx. Line 19 updates the rule frequency for
ruleIdx. For each directly derived element subEleIdx of ruleIdx,
we first check if the element is a rule in line 20, and add the rule
frequency of ruleIdx at the relative position in the array nextFreq
in line 22 if the element is a rule. In this way, we distribute the
tasks to threads on the rule level. Line 25 sets stopFlag to false,
indicating searching necessity in deeper depth. At the end of the
kernel, the frequencies in currFreq are refreshed in line 26 for
future updates at the next depth.

3) Complexity analysis: We analyze the complexity of
Algorithm 1 in this part. The traversal of the DAG takes D
rounds, whereD denotes the diameter of the DAG. Each iteration
finishes with the swapping of the arrays currFreq and nextFreq.
In each iteration, we allocate one single thread to process the
jth rule. We define the variables eij and cij as the existence
and the processing cost of the jth rule in the ith level of the
DAG respectively, and �j as the length of the jth rule. Note that

currFreq[j] differs in each level, even though this property is
not explicitly exhibited in the pseudo-code:

eij =

{
0, currFreq[j] = 0
1, currFreq[j] �= 0

, (1)

cij = eij�j ∨O(1). (2)

The theoretical time complexity of each level of DAG is
bounded by two folds: 1) the average workload of all threads,
and 2) the maximum cost of particular rules with extremely large
rule length. In this term, the time complexity can be naturally
inferred in (3):

Tbi = O

⎛
⎝ 1

Nc

Nr∑
j=1

cij

⎞
⎠ . (3)

whereTbi denotes the time complexity of traversing the ith level
with balanced workloads, Nr is the number of rules except for
the root rule, and Nc is the number of processing cores of GPU.

Most rules can only be processed on one processing core,
which introduces another time bottleneck, as shown in (4):

Tui = O

⎛
⎝Nr∨

j=1

cij

⎞
⎠ . (4)

In (4), Tui denotes the time complexity of traversing the ith
level with unbalanced workloads, depending on the rule with the
highest cost. In real-world circumstances, lengthy rules rarely
appear, whose frequency can be approximated to a constant
value or even omitted. Hence, the overall theoretical time com-
plexity of the first-phase traversal can be written in the following
form:

T = O

(
D∑
i=1

Tbi ∨ Tui

)
(5)

= O

⎛
⎝ D∑

i=1

(∑Nr

j=1 cij

Nc

)
∨
⎛
⎝Nr∨

j=1

cij

⎞
⎠
⎞
⎠ (6)

= O

⎛
⎝ D

Nc

Nr∑
j=1

�j

⎞
⎠ . (7)

Phase 2. Sequence-Guaranteed Traversal: The second phase
is used to allocate and generate the data structures for random
access.

1) Design: We utilize the GPU kernel to distribute the work
on each root element to different threads in this phase. During
the second phase traversal, we record the offset, file ID, and
the ancestor in the root rule for each appeared rule to the
data structure rule2location. Additionally, we keep track of the
offsets within root elements in rootOffset.

2) Algorithm: We show the pseudo-code of the second phase
in Algorithm 2. The seqTraversal function takes the root rule,
which is stored in rules[0], as the parameter. seqTraversal first
generates rootOffset in line 2 to record the accumulative offsets
for each root element. Then, it calls the GPU kernel seqLaunch in
line 3 to execute sequence-guaranteed probing on each element
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Algorithm 2: Phase 2: Sequence-Guaranteed Traversal.

1: function seqTraversal(rules[0])
2: initialize rootOffset
3: seqLaunch(rules[0], rootOffset) with at least

rules[0].size threads
4: aggregate rootOffset
5: end Function
6: function seqLaunch(rules[0], rootOffset)
7: rootIdx← tid �GPU thread ID
8: if rootIdx is not in 0 to rules[0].size then
9: return

10: end if
11: fileIdx← getF ile(rootIdx)
12: eleIdx← rules[0][rootIdx]
13: seqScan(eleIdx, fileIdx, rootIdx, rootOffset)
14: end Function
15: function seqScan(eleIdx, fileIdx, rootIdx,

rootOffset)
16: if eleIdx is in the range of word indexes then
17: rootOffset[rootIdx] += wordLength[eleIdx]
18: end if
19: if eleIdx is in the range of rule indexes then
20: rule2file.append(eleIdx, fileIdx)
21: newLoc.fileIdx← fileIdx
22: newLoc.rootIdx← rootIdx
23: newLoc.ruleOffset← rootOffset[rootIdx]
24: rule2location[eleIdx].append(newLoc)
25: for each subEleIdx in rules[eleIdx] do
26: seqScan(subEleIdx, fileIdx, rootIdx,

rootOffset)
27: end for
28: end if
29: end Function

of the root rule simultaneously. After the invocation of the kernel,
rootOffset stores the size of each root element. Line 4 aggregates
the element sizes in the array to obtain the global offsets.

The GPU kernel seqLaunch invokes the device kernel seqScan
to search through the root element identified by thread ID and
sets rootOffset for this element. Line 7 stores the thread ID
in rootIdx. Then, if rootIdx is not in the range of element
indexes in the root rule (between 0 and rules[0].size), the
kernel returns in line 9. Lines 11-12 store the processing root
element index in eleIdx and the corresponding file index in
fileIdx. Line 13 invokes the device kernel seqScan to perform
sequence-guaranteed traversal for the root element identified by
rootIdx.

The device kernel seqScan recursively probes the given rule
or word in the sequence-guaranteed strategy. The processing
element is identified by the parameter eleIdx. If eleIdx is within
the range of indexes of word elements, seqScan adds the length of
the word to rootOffset for the original root element in seqLaunch,
as shown in lines 16-18. If eleIdx is within the range of indexes
of rule elements, seqScan executes as in lines 19-28. Line 20
appends the 〈ruleIdx, fileIdx〉 pair to rule2file. Lines 21-24

record the rule occurrence with fileIdx, rootIdx, and ruleOffset in
rule2location. Then, lines 25-27 probe each element within the
rule by calling the same kernel seqScan. The invoked seqScan
then searches derivative elements of this rule successively.

3) Complexity analysis: Algorithm 2 splits the root rule into
multi-threads. For the ith thread, it traverses the whole sub-DAG
of the i th element in the root rule. To ensure the sequence, we
need to traverse the DAG in the depth-first order. The theoretical
time complexity of Algorithm 2 is bounded by the following
two folds: 1) the average workload of all threads, and 2) the
maximum size of all the sub-DAGs we process. According to
the statistics of all the datasets in the experiments, the length of
the root rule dwarfs the processing cores in GPU. Meanwhile, the
real-world data rarely appear repetitive patterns with excessive
length, which bounds the maximum size of a single rule (except
for the root rule). These two features of datasets guarantee the
workload balance. In the i th thread, we traverse the entire sub-
DAG of the ith element in the root rule and append a new token in
the array rule2location for each rule in the sub-DAG. Then, the
time complexity of Algorithm 2 is derived in (8), where Nroot

signifies the number of elements in the root rule, Nc signifies
the number of processing cores, and si signifies the tree size of
the ith element:

T = O

(
1

Nc

Nroot∑
i=1

oi · si
)
. (8)

D. Random Access Operations

We assume that random access operations are performed in
batches of thousands of operations. Our work utilizes the GPU
to perform operations concurrently within the same batch. For
operations with no data dependency, such as count, search, and
extract, we arrange different threads to handle them separately.
Besides, we develop special strategies to solve the data conflict
in parallelism for append and insert operations. Additionally,
our system supports mixed operations. Our detailed design of
random access operation processing is as follows.

Count(file, word): We arrange each thread to process one
count operation in the same batch of operations. The counting
work utilizes the data structures of word2rule and rule2file to
build frequency mapping from words to files using the inter-
mediate rules. For the cases where word2rule[word] has a large
content size, we allocate additional threads to help accelerate the
counting processing. By default, we empirically set the number
of threads to �word2rule[word]/64�.

Search(file, word): We schedule one thread to handle one
search operation within the same batch. The searching process
uses word2rule and rule2location to map words to their specific
locations in the DAG with the transitional rules. Extra threads
are allocated in operation to handle the cases when the word has
substantial occurrent rules.

Extract(file, offset, length): We also assign one thread for each
extract operation in a batch. During the extracting process, we
first search rule2location for the word that corresponds to the
offset. Then, if the size of the current output is less than length,
we add the pointing word by character to the output. After the
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Fig. 7. Example of insert.

completion of adding the current word, we locate the following
word in rule2location and repeat the process described above.

Insert(file, offset, string): Insert operations cause varied re-
sults if processed in different orders. We develop a novel double-
parsing strategy to resolve the conflict between the processing
order and parallelism. In detail, we devise two different insert
functions, insert in sequence and insert in batch, which parse
the argument offset in different ways in order to accommodate a
variety of situations. The first function comprehends offset as the
offset of the text data modified by the last insert. It inserts strings
in the order specified by the batch, and has a comparatively
lower speed because of the restrictions on parallelism. The
second function regards the offset as the corresponding location
of text data before this batch of inserts happens. It inserts strings
with full parallelism and attains high performance. The primary
distinction between the two functions is the parsing style of the
parameter offset in the insert operation. Therefore, data conflict
is resolved between insertions in the second case, which supports
full parallelism. The two functions have different practical appli-
cation scenarios. Although the first function has a comparatively
low processing speed, it is indispensable when handling nested
insertions within a batch. Meantime, the second function is
capable of handling concurrent insertions efficiently. It should
be noted that we do not recompute the DAG and generate new
rules until the inserted entries reach the recomputation threshold
we set in the system configuration. Once we reach the threshold,
we merge records with the previous data, perform recompression
to construct a new DAG, and recognize new rules. The detailed
design is as follows.
� Insert in sequence: In this case, we assume the insertions in

the batch are supposed to execute in the given order. We first
allocate one thread for each file because of the sequence
restriction in each file. Among these threads, insertions
are processed in sequence. Every insertion includes three
phases, the insertion locating phase, the recording phase,
and the data structure updating phase, in which the last
phase takes the majority of the time. The detailed process
is shown in Fig. 4(a) and we take the example of Fig. 1
to perform insert(f1, 4, w1) for illustration, assuming that
the size of each word is 2 bytes. The insert progress is
shown in Fig. 7. First, we locate file1 and offset 4 in the

root. Second, we find the related rule R2. Third, we add
the new content w1 to records and update related entries.
Fourth, we update rootOffset.
During the data structure updating phase, we timely re-
flect changes in the text on data structures rootOffset and
records. Updates to rootOffset increase the offsets behind
the insert location by the inserted string length, and updates
to records increase the offset of the previous records located
behind the new insertion position. Both types of updates
lead to modification on a large scale, so we invoke new
kernels to process the update. Experiments show that such
updates account for more than 90% of the operation time.
Despite the limitation on sequence, this function still attains
a preferable performance because the most heavy-load
phase is parallelized with efficiency.

� Insert in batch: In this case, we assume the insertions in the
batch are supposed to execute simultaneously. We partition
the work on the operation level and assign each insertion
to different threads. Since the parameter offset for each
insertion is based on the text data before the operation batch
happens, we keep the data structure constant in each thread.
We integrate all updates to data structures in one round after
the insertions. As in the function, insert in sequence, we
invoke kernels to parallelize the increment on rootOffset
and records. This function accomplishes parallelism on a
higher level and exhibits impressive speedup.

Append(file, string, offset): We parallelize the append opera-
tions by arranging one thread responsible for each of the append
operations. After filling into the data structure records in threads,
we post-process records to solve data conflicts for appends
at the same location. We assume that the operation appears
earlier in the batch executes first, so we increase the offsets of
the following records by the previous appending length. The
post-processing is also performed on the GPU kernel. With
the same number of operations, the performance of the append
function is much better than insert because it does not have to
deal with rootOffset. Similar to insert, the increased data size
can be obtained from the string in the user-defined operation.
Both insert and append store the increased data in a separate
data structure of records, so the system only needs to update the
corresponding offset positions.

Mixed Operations: We develop an offset-snapshot strategy
to parallelize processing mixed operations while guaranteeing
the operation execution order. On receiving a batch of mixed
operations, we first collect all insert and append operations
respectively, and send them to single-operation subsystems de-
scribed above for parallel execution. These two operations can
be processed in full-parallelism when performed on the same
state of the text data, as append does not invoke offset changes
to the same file, allowing parameters of the insert operations
to be parsed correctly. During the execution process, we record
the operations’ order in batch to the data structure records for
the rest non-updating operations to refer to. Additionally, as both
operations cause offset changes in the data structures that will be
accessed by the rest of operations such as count, our system will
not finalize offset updates immediately after execution. Instead,
it will create an array to record the update snapshots in the order
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of execution and finalize all offset updates after the execution of
all operations. Next, after performing all updates to the text data,
we perform the rest read-only querying operations in parallel,
including count, search, and extract. For the count operation that
does not involve offset, it checks the hash tables to obtain the
word number in the unmodified text data, and counts the word
in the added context by searching through entries with a smaller
value of execution order in records. For the operations taking
offset as the parameter, including search and extract, they first
use the offset update snapshot array to obtain the certain offset
changes of the target file and then access data structures with
offset changes to process queries. They will also make use of
entries with a smaller value of execution order in records to
complete the results.

E. Optimization Summary

We summarize our optimizations in data structure generation
and random access operation as follows.

Thread Level versus Warp Level: When designing the two-
phase traversal in Section IV-C, we can choose the parallelism
granularity of processing rules, at thread level or warp level. We
find that rules with elements less than 32 account for more than
99% of the total rules. Because the number of threads within a
warp for Nvidia GPU is 32, using the warp level design cannot
fully utilize the hardware parallelism. Accordingly, we choose
the thread-level design, as shown in Fig. 6.

Load Balance: Load balancing is critical to GPU perfor-
mance [62]. In designing light-weight traversal, in each layer
shown in Fig. 6(a), we associate a thread with each rule. Because
each rule contains an approximate number of elements and each
thread processes the direct elements of the rule, this strategy can
achieve good load balancing.

Locality: Locality plays an important role in GPU through-
put [63]. The data structures in Section IV-B help GPU to locate
the target data in the GPU memory instead of scanning the
entire data for random access queries, alleviating the pressure
of memory access for the GPU. For example, the combination
of data structures of word2rule and rule2file manage to build
the mapping from the target word to the file for count oper-
ation, while word2rule, rule2location, and rootOffset together
construct the mapping from the target word to all its locations
in a file for the search operation.

Occupancy: We make use of the CUDA API cudaOccupan-
cyMaxPotentialBlockSize to determine the block size and grid
size for each kernel to maximize the active warp ratio on the
SMs. Moreover, occupancy is influenced by the execution of
tasks within blocks and the number of registers utilized by each
thread. In our kernel design for random access operations, we
allocate extra threads to process count and search operations
involving additional data structure accesses to achieve a more
even workload distribution among threads. We also make use
of NCU to find the optimal number of registers for each thread,
which is 32.

Adaption to SM Architecture: We incorporate algorithm de-
signs to make use of the SM architecture in data structure
generation and the execution of random access operations. For

data structure generation, in the first-phase traversal, we load a
portion of the data structure, specifically the set of consecutive
rules that are stored in adjacent locations of the rules data
structure, into shared memory to accelerate processing, as each
thread block consistently handles the same set of rules. In the
second-phase traversal, due to the DAG structure randomness as
well as the sequential traversal requirement, adaption strategies
to the SM architecture are limited. We have explored methods of
reusing rules at the root level and bottom-up traversal, but both
show performance reduction. Our future work targets managing
rules’ sizes from the compression stage in order to dynamically
balance workloads between threads by assigning subtrees with
similar sizes.

For the five random access operations, how to adapt each
operation to the GPU SM architecture depends on the storage
features of involved data structures. Both count and search
operations utilize hash tables to fetch word-to-rule and rule-to-
file frequencies. Additionally, search queries rule2location with
random rules, making memory access inconsistent for each SM.
Therefore, we can only utilize the shared memory in SM for
these two operations when invoking multiple threads to process
one complex query. The append operations are fully adaptable
to the SM architecture. As append operations are expected to
perform exactly as the query arrival order, we arrange adjacent
queries to the same thread block and load the corresponding part
of the linear data structure records to the shared memory.

Both extract and insert operations are applicable to certain
SM optimization by sorting queries with offset, fetching the
smallest subtree for each SM in advance, and then loading the
subtree content to the shared memory. This optimization brings
about 10.47% and 3.22% performance improvement in extract
and insert respectively, but results in 75.94% and 107.56% more
time consumption (including preprocessing) compared with the
current realization. In this case, we consider that the processing
overhead outweighs the benefits of certain SM adaption in
these two operations. Notably, we have incorporated the shared
memory utilization in the insert operation’s after-insert update
part as both records and rootOffset follow a linear update
pattern.

V. ADAPTATION TO DIFFERENT GPU PLATFORMS

With the development of architecture and the growth of var-
ious application requirements, GPUs become more diverse and
adaptable. In the previous optimizations, we mainly focus on the
GPUs deployed on server-grade GPU platforms. In this section,
we also explore random access optimizations and adaptation to
edge-grade GPU platforms.

A. Server-Grade GPU Platform

Nowadays, a growing number of data analytics tasks adopt
heterogeneous hardware for acceleration, and the discrete GPU
often serves as an acceleration component of the server-grade
platform, enhancing the computing capacity of the whole sys-
tem. In such heterogeneous systems, CPU, as a host device,
transmits the input data to the GPU. The GPU generates data
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structures and performs the operations. This is one of the most
traditional heterogeneous computing usages.

Analysis of the Discrete Server-Grade GPU Platform: On
the discrete server-grade GPU platform, both the CPU and the
GPU have their own discrete memories, which are not shared,
so communication relies on PCIe to transfer data between them.
The host CPU is usually used to send data. The GPU device is
responsible for executing computing tasks such as extract and
then sending back the results to the host. The server-grade GPU
has complicated the memory hierarchy, prompting us to design
code carefully to fully utilize this hierarchy.

Adaptation of Random Access to the Server-Grade GPU Plat-
form: Our adaptation of random access to the server-grade GPU
platform is mainly considered from the programming model
perspective. Nvidia GPUs, as one of the most widely used server-
grade accelerators, have been applied to diverse data centers and
the cloud, and they adopt the CUDA programming model [64].
Accordingly, we use CUDA to demonstrate the benefits of our
random access optimizations on GPU. Specifically, we use the
CUDA API, cudaMalloc(), to allocate the GPU memory buffer,
and use cudaMemcpy() to transfer data from CPU to GPU.
Accordingly, all the optimizations in Section IV are developed
in CUDA, and the effectiveness is verified in Section VI.

B. Edge-Grade GPU Platform

With the development of edge computing and IoT [65], [66],
[67], [68], [69], [70], edge platforms also integrate GPU de-
vices boosting the application in many fields. For example,
Jose et al. [14] applied Nvidia Jetson TX2 edge GPU for a
surveillance system. Different from the server-grade GPU plat-
form, the edge GPU is usually integrated with the CPU together,
and both the CPU and the GPU on the edge share the same
memory, which brings great potential convenience and further
optimization opportunities to our random access design on the
compressed data.

Analysis of the Edge-Grade GPU Platform: Many vendors
have released their edge-grade GPU platforms, which adopt
a CPU-GPU integrated architecture, such as Nvidia’s Jetson
series. The fusion design of the integrated edge platform has
two distinct features. First, on the edge platform, GPU and
CPU share a unified memory, which is scheduled and allocated
by the memory controller fabric. This structural design greatly
improves the collaborative processing capability of the GPU and
the CPU, avoids repeated memory copies and data transmission
via PCIe, and improves program utilization efficiency. Second,
due to the cost and energy efficiency constraints, the computing
capacity of the edge-grade GPU platform is lower than those
of the discrete server-grade GPU platform. For example, the
edge GPU platform Nvidia Jetson AGX Xavier has only 512
cores with 854 MHz base clock speed [71], [72], [73], while the
discrete GPU platform Nvidia RTX 3090 has 10,496 cores with
1,395 MHz base clock speed [74], [75].

Random Access Adaptation to Edge-Grade GPU Platform:
For the edge-grade GPU platform, we still use CUDA to enable
random access to the compressed data. It should be noted that
although Nvidia’s edge-grade GPU platform, like the Jeston

series, is different from the discrete GPUs, the edge platform
is still compatible with the server-grade GPU syntax; that is,
we can still use the CUDA API like cudaMalloc() that we
use on the server-grade GPU platform. However, this does not
utilize the novel features of the integrated design and can drag
down the overall performance. Therefore, we use its feature of
unified memory for the structures of random accesses. Under this
programming model, cudaMallocManaged() is used to allocate
a section of memory in the unified memory, which can be directly
accessed by both CPU and GPU. Hence, we avoid using the
combination of cudaMalloc() and cudaMemcpy() to allocate a
section of duplicate memory buffer on the discrete GPU and
transfer data through PCIe. Although our solution in Section IV
has reduced the data transmission from CPU to GPU as much
as possible, we still have unavoidable data transmission such as
the input data, which we have to transfer from CPU to GPU
in the discrete design. Hence, in processing large data, the
limited PCIe bandwidth often drags down the whole executing
time. Fortunately, this is solved on the integrated architecture
of the edge-grade GPU platform. Meanwhile, due to changes
in the memory structure, requirements have been placed on the
utilization of edge GPU memory. Therefore, to utilize the so-
phisticated memory hierarchy on the edge platform, we adopt a
more fine-grained strategy to allocate variables. First, we assign
all constants in constant memory instead of unified memory to
better use its low latency. Second, we put small data structures
like bitmap into shared unified memory due to their relatively
small size. Third, we allocate other huge data structures to global
unified memory to avoid two copies of the same data as well as
perform better-multithreaded access, thus achieving benefits in
both performance and memory.

VI. EVALUATION

A. Experimental Setup

Methodology: The baseline we compare to is the random ac-
cess implementation of TADOC [30], which is the state-of-the-
art method identifying and realizing the five common random
access operations in compressed text analytics. It accelerates
random access to hierarchically-compressed data and eliminates
the limitation on compressed data updates. Our solution enables
efficient random access in the GPU environment. In our eval-
uation, we measure the performance of our solution and the
state-of-the-art method from multiple dimensions. We generate
100,000 queries for the five different types of random access
operations. For count and search, we choose a word at random
from a file’s vocabulary. For extract, we extract content by
selecting random offsets in a file, and we set the average length
of the extracted content to be 64 bytes. For insert and append,
the string to be inserted or appended is made up of randomly
selected words from the dictionary, and the average length of
the inserted string is 64 bytes; the offset is random for insert.

Platform: We evaluate the methods on three platforms, as
shown in Table I. We use two server-grade GPU platforms
with different architectures, Nvidia Geforce RTX 2080 Ti GPU
(Turing architecture) and Nvidia Geforce RTX 3090 GPU (Am-
pere architecture), in our experiments. The RTX 3090 platform
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Fig. 8. Speedups of random access operations.

TABLE I
EXPERIMENTAL PLATFORMS

TABLE II
DATASETS (“SIZE” REPRESENTS THE ORIGINAL UNCOMPRESSED SIZE)

is equipped with an Intel(R) Core(TM) i9-10900X CPU and
128 GB memory, based on the Ubuntu 20.04.3 LTS (GNU/Linux
5.8.0-55-generic x86_64) operating system. The RTX 2080Ti
platform is equipped with an Intel(R) Core(TM) i9-9900 K CPU
and 64 GB memory, based on the Ubuntu 20.04.2 LTS operating
system. The baseline uses the i9-10900X CPU of the RTX 3090
platform. We also adapt our optimization to an edge-grade GPU
platform, Nvidia Jetson AGX Xavier. It comprises an integrated
512-core Nvidia Volta GPU and 8-core Carmel ARMv8.2 64-bit
CPU. The operating system we use is Ubuntu 18.04.4.

Datasets: The datasets used in our evaluation are shown
in Table II. These datasets are available and widely used in
previous works [7], [8], [9], [28], [29], [30], [32]. Dataset A
is a Wikipedia collection consisting of four files [76]. Dataset
B is NSF Research Award Abstracts (NSFRAA) collected from
UCI Machine Learning Repository [77]. Dataset C is a DBLP
collection of web documents [78]. Dataset D is COVID-19
data collection from Yelp [79]. Dataset E is a large Wikipedia
dataset [76].

B. Performance

In our evaluation, the performance speedup of our solution
over the baseline is shown in Fig. 8. On average, our solution
outperforms the baseline by 52.98×. Specifically, our solution
achieves 24.59× speedup for count, 16.26× for search, 44.69×

for extract, 53.52× for append, and 124.86× for insert. We have
the following observations.

First, in terms of operations, we achieve relatively high
speedups in the append, extract, and insert operations, and
moderate speedups in search and count. The reason for the high
performance in the first three operations is that we can perform
these operations in nearly full parallelism. Although count and
search perform in parallel on the operation level, the differences
between query parameters cause significant differences between
workloads in threads. For example, searching for a widespread
word in a file is more time-consuming as the word can be dis-
tributed in many rules. For insert, insert in batch function attains
a tremendous acceleration of 180.14× for its parallelism on the
operation level. As to insert in sequence, it achieves a lower
acceleration of 19.89× due to its narrow file-level parallelism.

Second, in terms of datasets, we find that most operations on
dataset B have low performance. The average speedup for count,
search, and insert on dataset B is 1.88×, while their performance
on other datasets all attain an average speedup of over 20.0×.
This is due to the file size of the text data. Dataset B has an
average file size of 4.41 KB, which is much smaller than the
file size of the other datasets. In this situation, operations that
specify a particular file need to search through or modify the data
structures within a narrow region, which the CPU is adept at.
Meanwhile, the GPU takes a comparatively great time to invoke
kernel functions for the light-weight tasks. However, even in this
case, our solution still achieves clear performance benefits.

Third, in terms of the query batch size, when the query batch
is relatively low, massive GPU threads do not have enough
workload for parallelism. For example, the average performance
speedup for counting with a batch size of 500 is 6.08×. In
contrast, the speedup of the count operation reaches 23.93×with
the query batch size of 10,000. The performance of insertion
shows more variances with different query batch sizes, due to
the enormous time costs for modification accumulating with
massive insert operations.

In terms of mixed operations, we use a batch of 100,000
randomly generated mixed operations to evaluate the perfor-
mance. The experimental result shows that our solution achieves
a speedup of 23.56× on the RTX 3090 platform and a speedup
of 21.79× on the RTX 2080 platform in throughput compared
with the CPU. Although we take extra time in the snapshot
construction and in parsing offsets with the snapshot for opera-
tions, our solution can still obtain clear performance advantages
over the CPU version. We also measure executing the batch in
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TABLE III
SPACE OCCUPANCY OF DIFFERENT DATA STRUCTURES

full parallelism while applying locks to operations to ensure
the execution order. In this case, GPU exhibits throughput with
9.68% slow down compared with the CPU, validating that our
offset-snapshot strategy provides an efficient way of avoiding
conflicts between threads and attaining parallelism.

We also compare the GPU insert with the CPU insert with
the same data structure. For random access operation insert in
sequence, we disassemble the insert update into the update to
rootOffset and update to records. The fine-grained update to
rootOffset enables insert in sequence to achieve considerable
speedup against CPU even with file-level parallelism on updat-
ing records. Experiment on dataset A with a number of four files
shows that GPU insert in sequence achieves speedups of 22.83,
43.74, 47.66, 48.00, and 31.45 over the CPU version with the
same data structure on 10, 100, 500, 5000, and 10000 insertions,
respectively.

C. Space

We use the compression ratio of the original data size divided
by the compressed data size as the metric to evaluate space
savings. Our solution achieves a compression ratio of 2.92 on
average. In detail, the compression ratios are 4.32, 1.07, 2.55,
4.84, and 1.80 for datasets A, B, C, D, and E respectively. For
the data structures used in our experiments, bitmap and records
do not exist until the update happens. Therefore, we exhibit only
space occupancy of data structures of rule2location, rule2file,
word2rule, and rootOffset in Table III. We have the following
observations. First, the data structure rule2location accounts for
most of the space. On average, rule2location occupies 66.29%
space of all data structures. Second, rule2location and rule2file
of dataset B have higher space occupancy ratios than the original
text data size. The reason is that dataset B has much more
files, requiring more space to record information distributed in
different files. Third, the size of the data structure word2rule has
a strong relationship with the vocabulary size. Datasets with a
larger vocabulary size have a larger size of word2rule.

D. Data Structure Generation

Time Savings: We study the time savings in this part. The edge
platform does not show clear benefits in time savings due to its
architectural features of integrated memory. Hence, we report the
time savings of our solution compared to the baseline on discrete
architectures in Fig. 9, and we have the following observations.

First, our parallel GPU-based data structure generation attains
an average time saving of 56.35% on the RTX 3090 platform
and 48.28% on the RTX 2080Ti platform. We can see the
general superiority of RTX 3090 over RTX 2080Ti in terms
of performance.

Fig. 9. Speedups of data generation.

TABLE IV
TIME BREAKDOWN OF DATA STRUCTURE GENERATION IN SECONDS

Second, the time savings of different datasets grow with the
increment of the data size. Notably, data structure generation
of dataset C, the dataset with the largest number of rules and
vocabulary size, achieves the highest time saving of 72.14% and
72.75% on the two server-grade platforms respectively, proving
the superiority of our GPU-based solution in handling massive
text data.

Third, we find that our solution can bring considerable time
savings in various cases. The time savings of our solution range
from 43.50% to 72.14% on the RTX 3090 platform, and 33.33%
to 72.75% on the RTX 2080Ti platform.

Time Breakdown: We show the detailed time breakdown in
Table IV. On average, the data structure allocation time accounts
for 8.23% of the total data structure generation time. Meanwhile,
the phase 1 traversal occupies an average of 55.99%, and the
phase 2 traversal occupies an average of 35.77%. For small
datasets, the generation time is less than 10 seconds, and for the
largest dataset, the generation time is less than two minutes. The
preprocessing time is roughly equivalent to executing 60,000
inserts per gigabyte of the original text data, but we still regard it
as acceptable because the built data structures are available for all
future queries. Similar scenarios are common in the fields such
as archive collection [50], [51] and record organization [54],
[55].

E. Turnaround Time

We compare the turnaround time of both CPU and GPU on
one query. The result shows that the average comparison ratios of
the turnaround time with GPU to that with CPU are 0.098, 1.567,
1.873, 12.5, and 1.306 for operations count, search, extract,
append, and insert respectively. When measuring the turnaround
time, we assume that all related data structures already exist
in the CPU or GPU and choose 1,000 randomly generated
operations to compute the average time. Notably, for operations
on the GPU, we include the input and output data transmission
time in the turnaround time.

The results show that, in general, the CPU outperforms the
GPU in terms of turnaround time for most operations. This
is because transmitting queries and results between the CPU
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Fig. 10. Performance metric analysis.

and GPU takes a non-negligible amount of time, and a single
thread on the GPU has less computational power compared to
the CPU. However, our GPU implementation still attains a very
close absolute turnaround time to the CPU for all operations,
including append, which shows a high time ratio between the
platforms due to the short completion time compared with the
data transmission time. Additionally, GPU also performs well
on queries relating to large scales of the searching range in the
text data as we conduct thread adaptation for complex queries
to parallelize constituent tasks in a single operation, including
count, search, and insert.

F. Hardware Metrics

We further measure the hardware metrics of our so-
lution, including achieved occupancy, bandwidth utiliza-
tion, SM efficiency, and cycle instruction, utilizing the tool
NsightComputeCLI provided by Nvidia [80]. Achieved oc-
cupancy reflects the parallelism. Bandwidth utilization shows
the bandwidth utilization of different operations. SM efficiency
represents the efficiency. Warp instruction illustrates the load dif-
ferences between different operations. Cycle instruction shows
the instruction-level parallelism. We use the GTX 3090 plat-
form for illustration, and the other platforms exhibit similar
performance behavior. Besides, we use the Jetson AGX Xavier
platform to illustrate the benefits of adaptation to edge GPU.

Achieved Occupancy: The achieved occupancy represents the
rate of active warps to the maximum number of warps during
kernel processing. We measure the achieved occupancy of our
two-phase traversal, and show the results in Fig. 10(a). The first
phase traversal has an average of 71.87% achieved occupancy,
whereas the second phase traversal attains an average of 69.67%
achieved occupancy. The average achieved occupancy of the
two-phase traversal is about 70%. The result shows that the
achieved occupancy of the first phase slightly transcends that
of the second phase. It is due to that the first phase separates the
whole traversal into levels, balancing workloads among threads.
Considering the fact that the DAG is unbalanced, we believe that
the achieved occupancy of this implementation is sufficient to
demonstrate the effectiveness and applicability of our traversal
strategy.

Fig. 11. Efficiency and parallelism metric analysis.

Bandwidth Utilization: We show the bandwidth utilization in
Fig. 10(b). As shown in Fig. 10(b), the bandwidth utilization
between random access operations and datasets is varied. Oper-
ations involving updates to data structures, such as append and
insert, exhibit high bandwidth utilization of 422.61 GB/s and
263.84 GB/s on average. Although count and search operations
have comparatively lower average bandwidth utilization, they
nevertheless provide significant performance improvements. In
terms of datasets, our solution also exhibits bandwidth utilization
variance among different datasets. Except for the operations of
append and insert in the batch level that concern little about
the file size, the bandwidth utilization is lower in datasets with
smaller file sizes, and higher in datasets with larger files.

SM Efficiency: SM efficiency is the percentage of time a
streaming multiprocessor (SM) has at least one warp working.
We measure the metric of the five random access operations,
and show the results in Fig. 11(a). In general, the five operations
achieve an average of 80.8% efficiency, with the efficiency of
operations extract, append, and insert exceeding or close to 90%.

Cycle Instruction: Cycle instruction represents the average
number of instructions executed in each cycle. The cycle instruc-
tion of each random access operation is displayed in Fig. 11(b).
Cycle instruction of insert is higher than all the other opera-
tions, because it frequently accesses data structures including
rule2location and rootOffset. In contrast, append has a rather
small number of instructions per cycle, because it mainly in-
volves simple data copy operations.

Warp Instruction: Warp instruction represents the average
number of instructions each warp executes. As shown in
Fig. 11(c), warp instruction of random access operations illus-
trates considerable variation between different operations. In
detail, the warp instruction of append operation is only 54.9
because of its lightweight processing workload, while other
operations, such as search, extract, and insert, have relatively
high values for the complexity of the procedure.

Adaptation to Edge GPU: We analyze the zero-copy edge
optimizations discussed in Section V-B. In detail, we evaluate
our solution between the usage of cudaMalloc() and cudaMal-
locManaged(). By using cudaMallocManaged() on Jetson AGX
Xavier, we avoid the data transfer through PCIe and two dupli-
cate data allocations in memory. We evaluate the five operations
on different datasets. Due to the intensive data transmission
between different nodes of the DAG and computation during
the DAG traversal in processing, the data transfer time does not
dominate the end-to-end performance. However, we do have
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Fig. 12. Performance comparison.

great improvement in space savings because edge architecture
provides a unified memory that can share the whole memory by
using cudaMallocManaged(). In our design, with cudaMalloc-
Managed(), we put rootOffset, rule2location, word2rule, and
records into the global unified memory, and put small data
structures like bitmap into both shared and unified memory, thus
achieving a 43% memory saving compared to using cudaMal-
loc() alone.

G. Comparison With Different GPU Platforms

In this part, we compare the server-grade GPU platform and
the edge-grade GPU platform from diverse perspectives.

Average Performance: We exhibit the performance compar-
ison between different platforms in Fig. 12. Fig. 12 shows
that the server-grade GPU platforms perform better than the
edge-grade GPU platform. The reason is that the server-grade
platforms have higher hardware configurations. For example,
the RTX 3090 GPU has 10,482 cores with 1,395 MHz, while
the Jetson AGX Xavier has only 512 cores with 854 MHz.
Moreover, the server-grade GPU adopts discrete memory, which
has much higher memory bandwidth than the edge-grade GPU.
As for the detailed operations, their performance trends are
also similar. For example, the append operation can achieve the
highest performance on both the server-grade platform and the
edge-grade platform. The reason is that it can perform in full
parallelism.

Power Efficiency: We next study the power efficiency of our
solution on these platforms. Energy consumption is a common
concern in edge application scenarios, and we use performance
per power ratio, shorten as ppw_ratio to represent the power
efficiency, denoted in (9).

ppw_ratio =
average performance

performance power of whole process
(9)

In detail, the average performance in (9) stands for the average
performance of throughput for all datasets with the five random
access operations. Meanwhile, to profile the power consump-
tion, we use related analysis tools on different platforms. On the
Jetson platform, we use the Nvidia official tool, tegrastats, to
report power usage. On server GPU platforms like RTX 3090
and RTX 2080Ti, we measure the GPU power consumption
using nvidia-smi while measuring the CPU power consumption
using s-tui. In our measurement, the edge-grade GPU platform
achieves the highest power efficiency, which is 2.07× and
2.28× over those of the RTX 3090 and RTX 2080 Ti GPU
platforms, respectively. This implies that the high performance

of server-grade platforms is usually accompanied by high energy
consumption, so they are not suitable for low-power application
scenarios.

Cost Effectiveness: Besides power efficiency, cost effective-
ness is another important factor we consider in HPC systems.
We use performance per price ratio, shorten as ppc_ratio, to
represent the cost effectiveness, denoted as (10).

ppc_ratio =
average performance

price of the platform
(10)

The price information is found on the Amazon official web-
site [81], [82] and other authoritative websites [83]. The average
performance is the same as in power efficiency. In our exper-
iments, the server-grade GPU platforms achieve better cost-
effectiveness than the edge-grade platform. The result shows
that RTX 3090 achieves 2.3× cost effectiveness, while RTX
2080Ti achieves 2.41× cost effectiveness over Jetson AGX
Xavier. That is, the server-grade GPU platforms reach 2.36×
cost effectiveness over the edge GPU platform on average.

H. Comparison With the State-of-the-Art

We further evaluate our work by making comparisons with
the state-of-the-art works, including G-TADOC and the current
solution to perform mixed random access operations.

Comparison With G-TADOC: The original G-TADOC [8]
mainly targets data analytics tasks that require a full range
scan without considering the locality. To process random access
operations, G-TADOC has to scan the entire data with a BFS-
based traversal method, which is time-consuming. In contrast,
our solution sets up index data structures, such as word2rule
and rule2location, for efficient random access operations, which
can help minimize data accesses. To evaluate the locality of our
solution, we compare the size of data accessed by a random
access operation with the original size of the compressed data.
We conclude that one operation accesses data only about an
average of 3.43o/ooo the size of the compressed data. The specific
data access ratios range from 0.0002o/ooo to 17.02o/ooo. In detail,
search accesses the most amount of data, while the data amount
accessed by append is at the lowest level. To demonstrate the
efficiency of our solution, we compare our solution with G-
TADOC, in which we perform count for 20,000 random words
on datasets A, B, C, D, and E, and our solution achieves 5325.9×,
296310.1×, 2349.2×, 22205.2×, and 50859.2× performance
speedups, respectively.

Comparison With the Mixed-Operation Solution: The stud-
ies [52], [84] show that for webpages, searching or counting
specific words, and extracting certain content are common op-
erations in real-world Web search. Moreover, as new web pages
are continuously produced every day, the latest pages could need
to be appended to the existing stored datasets. The research [30]
also discusses this situation. In such cases, we use the real-world
Wikipedia dataset and conduct mixed random access operations
of 20,000 extract, 20,000 search, 20,000 count, 20,000 insert,
and 20,000 append for evaluation. Compared to the operations
without GPU [30], our solution achieves 22.39× speedup in
terms of throughput.



2714 IEEE TRANSACTIONS ON PARALLEL AND DISTRIBUTED SYSTEMS, VOL. 34, NO. 10, OCTOBER 2023

I. Applicability

As discussed in Section III-A, our solution targets high-
throughput text random accesses, and can provide extremely
high throughput for random accesses to compressed data on
GPU. Analytics systems that deal with static data, such as
news [49], legal affairs [50], [51], webpages [52], [53], medical
records [54], [55], and logs [56], all have such needs, and our
solution can use only a GPU machine to meet the task volume
that needs to be done by several servers in the past. Our solution
handles the same input as previous works [7], [8], [28], [29],
[30], so other tasks analyzing hierarchically compressed data
can also be performed under our framework.

In terms of real-world applications, our work helps to handle
heavy-load occasions such as the online analytical processing
system that supports text analytics operations and insertion, and
users are able to upload their text files to operate on. When
queries from users come in a low-load manner, the system can
handle the queries with only the CPU as discussed in the previous
work [30] to achieve less turnaround time. On occasions that
large amounts of queries arrive within a short time, GPU can
be put to work to attain an overall high performance. This
type of CPU-GPU collaboration design has been widely applied
in OLAP systems. For example, the study [85] introduces a
scheduling strategy that helps to balance the task load between
CPU and GPU to achieve the optimal task completion time in
the OLAP system. To align with the requirements of the text
analytics system, our solution first executes the compression to
transform text data from users into TADOC form and stores it
in the CPU memory. It then loads the compressed data to GPU
memory only when needed. Specifically, for datasets that are
larger than the GPU memory capacity, we would keep them in
the CPU memory and perform operations by loading the text
data to GPU memory for processing part by part.

VII. RELATED WORK

Data Analytics on Compression: Plenty of works have been
proposed for text analytics directly on compressed data [7],
[8], [28], [29], [30], [32], [86]. The closest work to ours is the
study [30], which enables efficient random access to TADOC-
compressed data on CPU. However, because this work lacks
fine-grained large-scale thread parallelism, it cannot be executed
on GPUs. TADOC [29] is a novel design for text analytics
that runs directly on compression in both single-node and dis-
tributed environments. Following that, Zhang et al. [7] applied
TADOC as the storage structure to support advanced document
analytics. Succint [87] is a novel data store enabling efficient
queries directly on the compressed data, and has been applied to
other scenarios [88], [89]. Recently, Zhang et al. [8] developed
G-TADOC, which enables TADOC on GPUs. However, it does
not support random access operations. Our work compensates
for the lack of supporting random access on GPU.

Data Processing on GPU: GPUs have been widely used in
data science applications. For example, Hu et al. [90] accelerated
triangle counting on GPU. Paul et al. [91] explored scalable
join on multi-GPU systems. Li et al. [92] developed dynamic
Hash tables on GPUs. Floratos et al. [93] studied nested query

processing on GPU. Peng et al. [94] developed GPU-based
sequence indexing. Rui et al. [95] proposed large table join with
multi-GPUs. Li et al. [96] built a CPU-GPU hybrid database
product. MapD [36] is a novel GPU-powered database engine,
which can provide efficient query processing utilizing massive
GPU cores. Gunrock [97] is a novel GPU-based graph analytics
framework. For huge graphs, multi-GPU can be applied [98].
SABER [39] is a hybrid CPU-GPU stream processing en-
gine that can handle relational stream queries. Furthermore,
FineStream [38], [99] is developed to enable efficient window-
based stream processing on CPU-GPU integrated architectures.

Edge-Grade GPU Computing: Edge-grade GPUs are becom-
ing increasingly popular in recent days, due to their attractive
features such as power efficiency [100], [101]. Edge GPUs have
been applied in diverse applications. For example, Jose et al. [14]
used Nvidia Jetson TX2 edge GPU to develop a surveillance
system. Amert et al. [102] studied the Nvidia TX2 edge GPU
in autonomous-driving systems. Rungsuptaweekoon et al. [103]
demonstrated the power efficiency of edge GPU in inference.
Lee et al. [104] used the edge GPU for car plate recognition.
Davidson et al. [105] applied embedded GPU to process images
for space applications. Different from these works, we study
compressed data analytics on edge-grade GPU platforms.

VIII. CONCLUSION

This paper presents our optimization of enabling GPU-based
random access to hierarchically-compressed data, which is the
first to develop efficient random access operations on the GPU
without decompression. We unveil the challenges and difficulties
of enabling random access on GPU, and develop a set of novel
designs to address them, including data structure architecture,
data structure parallel generation, and random access operations.
Our solution attains an average speedup of 52.98× in operation
acceleration, and 56.35% time saving in data structure genera-
tion. Moreover, our solution achieves an average compression
ratio of 2.92 in space.
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