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Oasis: Online All-Phase Quality-Aware Incentive
Mechanism for MCS

Man Zhang ™, Xinghua Li
Kim-Kwang Raymond Choo

Abstract—To motivate users to submit high quality data for
mobile crowdsensing (MCS), some quality-aware incentive mech-
anisms have been proposed, which recruit and pay users strategi-
cally. However, in the existing mechanisms, the recruitment based
only on tasks matching degree leads to the ineffective insistent
data quality incentive. Meanwhile, the absence of the reasonable
payment strategy cannot motivate users to submit high quality data
in the current task. To address the above problems, we propose
an Online all-phase quality-aware incentive mechanism (Oasis)
to realize the quality incentive in both recruitment and payment
phases. With the knapsack secretary, Oasis first devises a quality-
aware pre-budgeting recruitment strategy, which decides whether
the arriving user’s long-term data quality and bid satisfy the re-
cruited criterion. Then, in the payment phase, Oasis evaluates and
updates the current and long-term data qualities of users. Based
on the evaluation results, a two-level payment strategy is devised
employing the Myerson theorem, where users submitting higher
quality data can obtain more utilities under the budget constraint.
Theoretical analysis proves that Oasis satisfies economic feasibility
and constant competitiveness while achieving quality incentive in
recruitment and payment phases. Extensive experiments using the
real-world dataset demonstrate that the sensing result accuracy of
Qasis increases 67 % compared with the existing works.

Index Terms—Knapsack secretary, mobile crowdsensing, online
recruit, quality-aware incentive mechanisms.
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1. INTRODUCTION

ITH the popularity of personal mobile devices equipped
W with sensors (e.g., camera, microphone, and accelerom-

eter), mobile crowdsensing (MCS) [1], as a data collection
paradigm combining the mobile devices’ sensing ability and
the idea of crowdsourcing, has brought a lot of convenience
to people’s daily life. The typical process of MCS is shown
in Fig. 1. The service provider (SP) broadcasts sensing tasks
to data contributors (DCs). After recruiting DCs and collecting
relevant sensing data from them, SP then aggregates the sensing
data and extracts the result of sensing tasks. The sensing data
collected by MCS are used in many practical applications, such
as environmental monitoring [2], traffic monitoring [3], and
parking lot querying [4].

In MCS, the valid sensing service depends on a large amount
of DCs who submit truthful sensing data [5]. However, due to
the high computation, communication and energy costs, DCs
are not willing to contribute to MCS without any motivation [5],
[6], [7]. Moreover, DCs may submit untruthful data [8], which
seriously impairs the accuracy and availability of MCS. For
example, an indolent DC may place his mobile device in his
pocket rather than carefully take it out to sense surrounding
information, leading the inaccurate sensing result. Aiming at
these problems, some quality-aware incentive mechanisms for
MCS are proposed [8], [9], [10], [11], [12], [13], [14], [15].

The existing quality-aware incentive mechanisms generally
assume that SP waits for enough arrival DCs to construct a
candidate set. Then, SP compares and recruits DCs from the
candidate set and pays recruited DCs based on their data qualities
under the certain budget. Specifically, in the recruitment phase,
most existing mechanisms select and recruit DCs only based on
the matching degree (e.g., bids, locations, sensor accuracy, etc.)
between DCs and tasks [12] [16]. However, the matching degree
fails to reflect DCs’ long-term task completion situation [17]. It
leads that DCs who match the current task can still be recruited
and make profit even they submitted low quality data in the
history tasks. Thus, in the recruitment phase, focusing on the
matching degree cannot motivate DCs’ insistent high quality
sensing data.

In the payment phase, most existing quality-aware incentive
mechanisms lack a proper payment strategy to implement qual-
ity incentive. They generally determine DCs’ payment amounts
before DCs submit sensing data [12]. Ignoring DCs’ submitted
data qualities while allocating payment leads that DCs obtain
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Fig. 1. Typical process of MCS.

equal payment amounts whether they submit high quality data or
not. Meanwhile, there’re some works paying DCs after receiving
DCs’ sensing data [14]. However, in their payment strategy, they
just consider DC’s submitted data quality while ignoring DC’s
costs for task completion, resulting that DCs submitting high
quality data may obtain lower utilities because consuming more
costs for the task, and this ruins the data quality incentive goal.
Thus, the deficient payment strategy fails to realize the quality
incentive in the payment phase, which cannot motivate DCs to
submit high quality data in the current task.

From above, some existing works fail to recruit DCs based
on their data qualities in the history tasks [12], [13], [14], [16],
[18], [19], [20], [21], [22], leading that DCs can be recruited
and make profits whether they have submitted high quality data
formerly. Moreover, the other works cannot pay DCs according
to their data qualities in the current task accurately [12], [16],
[18], [19], [20], [21], causing that DCs obtain almost same
payments whether they submit high quality data currently. Thus,
the existing advanced schemes cannot implement the effective
quality incentive in either recruitment or payment phases.

To solve the above problems, we propose an Online all-phase
quality-aware incentive mechanism (Oasis). Focusing on the
single task’s all-phase quality incentive, Oasis claims that only
the DCs submitting high quality data can be recruited and obtain
relevant payment amounts, which motivates DCs to insistently
submit high quality data. The main contributions of this paper
are summarized as follows:

1) We implement a recruitment strategy to realize the data
quality incentive in the recruitment phase. By the idea of
the knapsack secretary, we design a quality-aware pre-
budgeting recruitment strategy, which decides whether
the arriving DC’s long-term data quality and bid satisfy
the recruited criterion. The devised recruitment strategy
motivates DCs to insistently submit high quality data to
maximize the recruited probability, as well as guarantees
the following payment quality incentive under the budget
constraint.

2) We devise a payment strategy to realize the data quality
incentive in the payment phase. Based on the recruitment
results, we first evaluate and update DCs’ current and
long-term data qualities. Then, by referring to Myerson
theorem, we design a two-level payment strategy with
consideration of both DCs’ costs and data qualities, where
DCs submitting high quality data can obtain high utilities
under the budget constraint.

TABLE I
A COMPARATIVE SUMMARY BETWEEN OUR SCHEMES AND PREVIOUS
SCHEMES

Recruitment phase ‘ Payment phase

Scheme
Manner Factor Quality Factor Qua]ity
mcentive mcentive
Xu etal. [13] offline MwQ X TCA X
Tang ctal. [18] offline MwQ X - X
Wang etal. [19]  offline MwQ X - X
Wang etal. [20]  offline MwQ X - X
Zhao etal. [14] - - X IQE X
Yang etal. [21] online MWQ X - X
Wang etal. [16]  online MwQ X - X
Liu etal. [12] online MwQ X TCA X
Gao etal. [22] online MWQ X UQE X
Oasis online LDQ v CDQ v

Note: MWQ: matching degree without data quality; TCA: task completion
amount; IQE: inaccurate quality evaluation; UQE: undefined quality evalu-
ation; LDQ: long-term data quality; CDQ: current data quality; —: lack of
consideration.

3) Theoretical analysis shows that Oasis can guarantee all-
phase quality incentive goals while satisfying economic
feasibility and constant competitiveness. Extensive exper-
iments based on the real-world dataset show that Oasis re-
cruits more competitive DCs under the budget constraint.
Meanwhile, the sensing result accuracy of Oasis increases
67% compared with the existing works.

The remainder of this paper is organized as follows.
Section II reviews the existing related works. Section I1I presents
the problem formulation. Section IV shows the preliminaries.
Section V explains Oasis in detail. Sections VI and VII give the-
oretical analysis and experimental results, respectively. Finally,
Section VIII concludes Oasis.

II. RELATED WORKS

To motivate DCs’ high quality data, many quality-aware
incentive mechanisms for MCS have been proposed, which
mainly focus on recruitment and payment phases. Table I shows
the comparison of various indexes about Oasis and existing
schemes.

A. Quality-Aware Incentive Mechanisms in Recruitment Phase

In the recruitment phase, the most existing mechanisms sup-
posed that the DCs who satisfy tasks” demands (temporal-spatial
coverage, preference, etc.) can complete more tasks and sub-
mit high quality data. Thus, they recruited DCs based on the
matching degree between DCs and tasks. Taking the affect of
DCs’ social relationship on tasks’ completion into account, Xu
et al. [13] grouped DCs based on their cooperative relationship
and assigned sensing task to a group of DCs. Tang et al. [18]
matched tasks and DCs based on DCs’ preference to gain high
quality sensing data. Wang et al. [19] supposed that MCS’s data
quality can be viewed as the task completion amount, which is
related to DCs’ spatio-temporal conditions closely. Inspired by
this method, Wang et al. [20] proposed an MCS system based
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on DCs’ location diversity. Except for the location awareness,
Wang et al. [16] also adopted DCs’ expertise in the recruitment
phase. Considering that DCs would not wait and build up the
candidate set for SP’s recruitment, Zhao et al. [23] adopted a
multiple-stage sampling-accepting method to online recruit DCs
based on the amount of task DCs can complete, which means
that they make the recruitment decision as soon as a DC arrives.
Supposing that the MCS sensing tasks are heterogeneous, Yang
et al. [21] designed a mobility prediction model to forecast the
probabilities that DCs complete tasks based on their locations
and then online recruited the efficient DCs. Taking the time
constraint of sensing tasks and DCs’ mobility into consideration,
Liu et al. [12] further proposed truthful pricing recruitment to
improve the number of completed sensing tasks.

However, in the above works, the DCs who matches the
current task can still be recruited and make profits even they
submitted low quality data in the history tasks. Due to the
ignorance of the quality incentive in the recruitment phase, the
above works cannot motivate DCs to submit high quality data
insistently.

B. Quality-Aware Incentive Mechanisms in Payment Phase

In the payment phase, some mechanisms determine DCs’
payments based on DCs’ costs and abilities for the current task
completion before DCs submit sensing data [12], [13], [21],
[23]. Ignoring DCs’ submitted data qualities while allocating
payment leads that DCs can obtain equal payment amounts
whether they submit high quality data or not. Besides, some
mechanisms took DCs’ data qualities of the current task into
account. Gao et al. [22] paid DCs based on their data qualities,
where they failed to proposed the evaluation approach of data
quality. Guo et al. [24] and Wang et al. [11] evaluated DCs’ data
qualities with the distance between DCs’ data and the considered
truth, which is the mean or voting result of all DCs’ data. Peng et
al. [8] evaluated DCs’ data quality with the help of expectation
maximization algorithm and paid DCs based on the evaluation
results. Nevertheless, the above aggregation approaches (e.g.
mean, voting) are incomplete in MCS due to the ignorance of
DCs’ different reliabilities [25], [26]. To rectify this inaccuracy,
Yang et al. [27] evaluated DCs’ data qualities by adopting the
truth discovery that infers the truth among different reliability
data sources. Inspired by the scheme in [27], Zhao et al. [14]
enabled data requesters to discover the truth and evaluate DCs’
data qualities based on the discovered truth, which cannot resist
data requesters’ slander.

In brief, the existing mechanisms above failed to realize an
online all-phase quality incentive, which cannot encourage DCs
to submit high quality data effectively.

III. PROBLEM FORMULATION

In this section, we present the system model, problem defi-
nition and design goals of Oasis. Prior to detailed descriptions,
we outline main notations in Table II.

TABLE II
MAIN NOTATIONS

Notations Descriptions
dcjeC Data contributor
Sensing task 7 consisting of task’s location, the
T ={lLrt7,B} effective sensing radius, the required time, the
type of sensing data, the budget constraint
N Estimated number of candidate DCs in location /
! during time ¢
dc;’s personal resume consisting of his identity
= . . J
PRj=ID;. T.bj} certificate, desirable task and bid for task
0, S, Re Observed/ Sample/ Recruited DC set
Re’l Recruited DC set in offline manner
© () =) dc;’s current or long-term data quality while com-
4j >4 9Re pleting the task, DCs’ average current data quality
o p® @ dc;’s cost for completing sensing task 7, his basic
PPy Pyl and actual payment and his utility
4 ZT dc;’s sensing data and SP’s aggregated truthful
jo data for task 7~
Service provider (SP) Time shaft Data contributor (DC)
E 2. Personal resume
—
ﬂ‘) ? 3. Reject "
Al 1. Task : @
| J :
= : 2. Personal resume
- H 3. Recruit ﬁ
i 4. Sensing data ,[_
I —— H 5. Payment
v
Fig. 2. System model of Oasis.

A. System Model

As depicted in Fig. 2, the system model of Oasis includes
two entities, namely service provider (SP) and data contributor
(DC). The role of each entity is shown as follows:

e Service provider (SP): SP broadcasts a single sensing task
and recruits arrival DCs to collect sensing data. After
receiving the data from recruited DCs, SP calculates the
truthful result of sensing task and pays DCs.

® Data contributor (DC): DC decides whether to participate
in sensing task according to task demands. If DC is re-
cruited, he submits sensing data to SP to obtain relevant
payment.

SP broadcasts a sensing task 7 = {l,r,t,7, B} (step 1),
where [, r, t, 7, B indicate the location, the effective sensing
radius, the required time, the sensing data type and the budget
of task 7, respectively. DC decides whether to participate in ac-
cording to 7 and submit his personal resume PR = {ID, T, b}
to SP (step 2), where I D, T, and brepresent DC’s identity certifi-
cate, desirable task, and bid for completing the task, respectively.
When receiving DC’s PR, SP immediately recruits DC or not
according to his long-term data quality ¢(*) (step 3). After being
recruited, DC submits sensing data to SP (step 4). Then, SP pays
DC p(® based on DC’s current data quality ¢(°) (step 5).

Assumption 1. Notice that the number of malicious DCs who
submit low quality data deliberately is limited, where Oasis can
still discover the sensing task’s truthful result from the multiple
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recruited DCs. Besides, the DCs’ long-term data qualities and
bids are independent and identically distributed (i.i.d.) sampled
from some unknown distributions, which is reasonable and
accepted generally.

B. Problem Definition

Oasis supposes that DCs are intelligent enough to determine
rationally whether or not to participate in tasks according to
his personal condition and tasks’ demands. In other words, DC
defaults that he can complete the task with high quality in time
if he decides to participate in.

In the recruitment phase, considering that DCs submitting
higher quality data chronically are more likely to keep perform-
ing well in future, Oasis requires SP to broadcast one single
task 7 = {l,r,t, 7, B} to DCs and maximize the recruited DCs’
long-term data qualities ¢’ under the budget constraint B in an
online manner, which means that

Maximize Z q](-l) (1)
dcj€Re
st. > p <B. )
dcj€Re

In the payment phase, to motivate DCs’ high quality data,
Oasis further requires SP to pay DC based on their current data

qualities ¢\

5 and bids b; accurately, which means that

p" =P, b;) 3)
st. > p <B. (4)
dcjeRe

where P denotes the strategic payment function.

C. Design Goals

Oasis should first satisfy the classic accepted economic feasi-
bility to guarantee the effectiveness of the incentive mechanism,
including individual rationality and truthfulness. The former
enables DCs’ participation motivation and the latter guarantees
DCs’ bidding strategy honesty.
¢ Individual rationality: The utility u; of DC who submits
a truthful bid and high quality data should be nonnegative,
which means that u; > 0;

® Truthfulness: The truthful bids l;j of DCs should be their
dominant strategies, which means that all DCs bidding
truthfully (i.e., b; = Ej) can maximize their utilities.

After submitting personal resumes, DCs will move casually
(online mode) rather than stay and wait for the recruitment
decision (offline mode) [23]. Thus, Oasis should also satisfy
online recruitment and constant competitiveness to fit DCs’
inconclusive movement and guarantee practicability and fea-
sibility in dynamic MCS [12]. The former requires recruitment
decisions are made irrevocably as soon as DCs arrive, and the
latter implies effectiveness gap between online and offline mode
is acceptable.

® Online recruitment: Without the future information, the

recruitment decision should be made irrevocably as soon

as a DC submits his personal resume. Meanwhile, the
recruited DCs’ long-term data quality is desired to be as
higher as possible.

e (Constant competitiveness: The ratio of DCs’ long-term
data qualities amount 5" ¢(*) between online manner and
offline manner should be constant, which means that
> de;cRe q](-l) > €Y de, et qj(l), c € C, where Re and
Re°!T denote the recruited DCs in online manner and
offline manner, respectively.

Meanwhile, Oasis is also required to satisfy the quality incen-

tive in both recruitment and payment phases.

® Quality incentive in recruitment phase: DCs should be
recruited based on their long-term data qualities by (5)

Pr(dc; € Re) > Pr(dc; € Re), if bj = b;, q§l) > ql@,
&)
where Pr(dc; € Re) represents the probability that dc; is
recruited.
® Quality incentive in payment phase: DCs’ payments and
utilities should be affected by their current data qualities
in a single task by (6)

{p&” >p" if gl > g, ©
P < p®if gl < g,

)

where p;”, pja)

denote DCs’ basic and actual payment re-

spectively, and q*g denotes recruited DCs’ average current

data qualities.
The detailed analysis of all above design goals can be found
in Section VI.

IV. PRELIMINARIES

To evaluate DCs’ data qualities accurately and realize online
recruitment, Oasis makes good use of two techniques including
truth discovery and knapsack secretary shown as follows.

A. Truth Discovery

To infer true information among multi-source data, the truth
discovery is proposed and studied extensively [28], [29], [30].
The general principle of truth discovery is that the sources
providing truth more often are considered to be more reliable,
and the information supported by reliable sources is regarded
as truth. Here we adopt the Optimization based methods [25] of
truth discovery. The detailed process is discussed as follows.

For the sensing task 7T, its truthful result can be deduced from
multiple DCs by the optimization goal

min F(W,d7) =" w; - dis(ds” . dD), )

dcj€Re

where DCs’ reliabilities (weight) and sensing data are denoted
as W={wy,ws,...,w,}and Dz{dgT), dgﬂ, - dg)}, respec-
tively. d(7) means the aggregated truthful result of 7. dis(-)
can measure the distance between DCs’ data and the truthful
result. The objective is to minimize (7), meaning a DC providing
data far from the truthful result is assigned a low weight as
well as the truth d(7) is closer to the data of DC with high
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| Recruitment result | 2. Data quality evaluation

(2

3. Two-level payment
strategy

1. Online quality-aware |
pre-budgeting
recruitment strategy

: Evaluation result

Recruitment phase Payment phase

Fig. 3. Technical overview of Oasis.

weight. We can leverage coordinate descent to calculate d)
and W={w1,ws, ..., w,}, where one variable is fixed to obtain
the other variable and conduct iteratively until convergence.

B. Knapsack Secretary

Under the budget constrain and without knowing the condition
of the future candidates, employers must decide whether or not
to recruit a coming candidate who brings a certain value. Aiming
to maximize the value brought by candidates under the budget
constrain in an online manner, knapsack secretary [31] has been
proposed to solve the knapsack problem as follows.

Maximize Z v(c;) 3)
c;eC
st. Y b(ei) < B, ©
c;,eC

where B is budget constrain, ¢; € C denotes candidates, v(c;),
b(c;) represent ¢;’s value and bid. To recruit better candidates, the
algorithm observes and collects candidates’ information in first
several steps, but does not recruit any candidates. After obtaining
the general information, the algorithm recruits candidates in last
several steps.

V. DETAILED DESIGN: OASIS

In the all phases of MCS, the data quality incentive is an
indispensable factor, which motivates DCs’ high quality data
and further guarantees the distinguished MCS service. To solve
the above problem, we propose Oasis that guarantees the quality
incentive in both recruitment and payment phases under the
budget constraint. This section first gives the technical overview
of Oasis and then describes its construction in detail.

A. Technical Overview

Oasis consists of two tightly coupled phases including re-
cruitment phase and payment phase, which are shown in Fig. 3.
Technically, by the idea of knapsack secretary, an online quality-
aware pre-budgeting recruitment strategy is devised, which not
only realizes the quality incentive but also constrains the budget
in advance for the following payment phase. Besides, truth
discovery is adopted to evaluate DCs’ data qualities, which
affect DCs’ actual payments that calculated from the Myerson
theorem as well as the recruited probability of the next round
recruitment phase. Both the recruitment phase and payment
phase can implement data quality incentive and motivates DCs
to submit high quality data effectively.

| Sample set |

000 '

|

|

|

|

! |
Choose best K DCs | . |
| Observation set Recruit ? |
|

|

|

|

t

-60-00 5 .- 0

Recruit ?

| de,; de, dc;.; dc; dejig dey
t

Time shaft

Sample stage Determination stage

Fig. 4.
strategy.

Recruitment phase: online quality-aware pre-budgeting recruitment

In the recruitment phase, referring to the knapsack secretary,
we design a quality-aware pre-budgeting recruitment strategy. It
decides whether the arriving DC’s long-term data quality and bid
satisfy the recruited criterion. Specifically, SP first observes the
general level of DCs’ long-term data qualities. Meanwhile, SP
samples the information of £ DCs whose long-term data qualities
are largest in the observation process. Based on the sample set S,
SP confirms the recruited criterion and decides whether recruit
a arriving DC dc; based on long-term data quality qj(-l) and bid
b;. In addition, the sample set S is dynamically updated in the
recruitment phase, which adapts the market changes. Until the
budget B is exhausted, the recruitment phase is terminate.

In the payment phase, with the result of recruitment phase,
SP calculates the task’s truthful result d(7) and further evaluates
and updates DCs’ current and long-term data qualities, ¢(®) and
¢V Moreover, the current data quality ¢(©) guides the two-level
payment strategy to realize the quality incentive in payment
phase and the long-term data quality ¢*) affects the next round of
recruitment phase. Specifically, receiving the data d(7) from all
recruited DCs, SP first aggregates them and calculates the truth
dT) of sensing task. Based on the method of truth discovery, the
truth is depended on the multiple iterative aggregation processes
where the recruited DCs’ different reliabilities are considered by
Oasis. Subsequently, SP further evaluates DCs’ data qualities in
the current task ¢(©) by the distance between DCs’ data d(7) and
the truth d(7). Referring to the Myerson theorem, the evaluation
results determine the recruited DCs’ actual payment p(® under
the budget constraint as well as their long-term data qualities ¢(*),
which reflect DCs’ utilities in the current task and the recruited
possibility in the future tasks.

B. Recruitment Phase: Online Quality-Aware Pre-Budgeting
Recruitment Strategy

Unlike the existing works that also adopt the secretary method,
Oasis devises the online quality-aware pre-budgeting recruit-
ment strategy. It recruits DCs based on their long-term data
qualities and bids, which motivates DCs’ high quality data and
supports the latter budget constraint payment strategy.

To clarify the devised online quality-aware pre-budgeting
recruitment strategy, we assume that there’s DC set C' =
{deci,dcs,...den}. Each DC de; with personal resume
PR; ={ID;, T,b;} arrives to require for sensing task 7 =
{l,r,t,7,B} in an online manner. Based on this assumption,
the recruitment strategy is shown in Fig. 4. Specifically, SP just
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observes DCs’ standard but not recruits any DCs in the sample
stage. Then, with the sample set consisting of k& DCs in the
sample stage, the eligible DCs are recruited in the determination
stage.

® Sample Stage

The hardest problem in the online recruitment is that SP
cannot know the future information, especially when the budget
constraint exists. To make a wise decision in this situation, using
knapsack secretary, Oasis requires that SP only observes and
samples but not recruits any DCs in the first § steps to guide the
subsequent recruitment phase.

Because of the periodical distribution of DCs’ participant time
that has been recognized widely [12], SP can first forecast the
number N} of candidate DCs in location ! during time slot ¢
according to the history check-in records of Apps. Then, SP

observes first § DCs (§ = let concluded by Vaze et al. [32]) and
)

calculates their value-per-buck p; = qg— indicating the ratio of
J

DC’s long-term data quality to bid. Sorting the first 6 DCs in

non-increasing order based on their value-per-buck, SP gets the

observed set
O = {dcy,dca, .. .dcs}, (10)

where p1 > p2 > ... > ps. SP picks up the first £ DCs in
observed set O to build up the sample set S, which satisfies

k k+1
®) ®)
Zj:lpj < Band ZFI p;’ > B, (11)
®) _p. . Pi
o, AP T (12)
pe = 4= < p;,Vde; €S

where pgb) denotes the basic payment of dc;, dc, represents the
DC whose value-per-buck p, is the smallest in sample set. It’s
worth noting that the worst DC in sample set can be adjusted in
recruitment phase to adapt to market changes.

® Determination Stage

Based on the sample set S and the worst DC dc, in S, SP
recruits DCs in the remaining steps.

When dc; (j > 6 + 1) arrives, SP calculates his value-per-
buck p; and verifies that whether dc; satisfies the recruited
criterion defined as (13)

bj < b*,

note that dc;’s value-per-buck should be larger than p, and bid is
less than b,.. If dc; satisfies conditions above, he can be recruited,
where

Re = ReUdc;. (14)

No matter dc; is recruited or not, SP adjusts sample set .S and
de, if p; > p, for adapting market changes. SP first removes dc.

with p, from S and joins dc; into S, which means that
S = (S\de.) Ude;. (15)

Then, SP sorts DCs of S in non-increasing order based on their
value-per-buck again and updates dc, to meet the next round of

Algorithm 1: Online Quality-Aware Pre-Budgeting Re-
cruitment Strategy.

Input: de with PRj = {IDj,T,bj}, Nlt
Output: Re
1 Sample stage

t t
2 O = {first % —th arriving dc;} // The first % arrival DCs set

up the observation set.
0]

3 Calculate dc; € O’s value-per-buck p; = %

4 Sort dcj € O in decreasing order based on their p;

5 Select first k dcj € O into S if ZI;‘:I pi.b) < Band
Yiipy > B

6 S ={dcy,....dc} || The k DCs with largest p set up the
sample set.

7 px <pj,Vdcj €S [/ p of DC in sample set is larger than p..

8 Determination stage

9 for every new arrival dcj do

10 if p; > p. then

11 if b; < b, then

12 dcj is recruited Re = ReUdc; if chjeRe pj«b) <B

13 else

14 Removes dc, with p, from S and joins dc; into
S

15 Sort dcj € § in decreasing order based on their
Pj

16 end

17 end

18 end

19 Return Re

recruitment. This online recruitment phase can continue until
the budget is exhausted, which means that

®) <
chjERe pj - B.

It’s worth noting that the basic payment can only imply the
universal level of dc;’s payment, which assists the sum of the
recruited DCs’ actual payment to be under the budget constraint
B. The actual payment of dc; is determined by his basic payment
and current data quality simultaneously, which is discussed in
the latter payment phase.

The above two stages make up the integrated process of the
online quality-aware pre-budgeting recruitment strategy that is
shown in Algorithm V-B. The sample stage is discussed in the
line 1~7 and the determination stage is discussed in the line
8~18.

(16)

C. Payment Phase: Two-Level Payment Strategy Based on
Data Quality Evaluation

After the recruitment phase, to motivate high quality data,
Oasis pays recruited DCs Re = {dc1,dca, . . .dc|pe|} discrimi-
natively based on their data quality relied on multiple rounds
quality evaluation. The payment phase is shown in Fig. 5.
Specifically, referring to the truth discovery, the truth of task is
first aggregated from multiple recruited DCs’ data. Then, each
dc;’s data quality can be evaluated according to the distance
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truth

Fig. 5.
evaluation.

Payment phase: two-level payment strategy based on data quality

between his submitted data and the aggregated truth while dc;’s
payment is determined relied on his data quality accurately.

1) Data Quality Evaluation: SP first calculates the task’s
truth by utilizing the optimization framework in (7), which can
be realized by the following two iterative processes.

e Truth update

SP calculates truth [d(7)](®) in i-th round of truth calculation
by (17)

T i
P

chj cRe W j(Z)

[dT)® = (17)

® Weight update
Based on [d(7)](), SP then updates DCs’ weights in the i-th
rounds by (18)

(4) dls(d [d(T)] )
w;’ = —1In T
ch €Re dls(d  [dM]@)

Until these two processes are convergent in the i-th round, the
aggregated truth is concluded by (19)

(18)

a7 = AW where dis([d]”, [dD]1 V) < 0. (19)

o € R is the small positive value that fulfills the quality require-
ment of 7. }
With the truth d(7), SP evaluates dc;’s current data quality

) = ) 20)

()

where ¢; = 1 means that dc;’s sensing data dgﬂ is identical

with the truth d(7), and qj(-c) — 0 implies that dc;’s sensing data

d;T) is more deviant. To eliminate the effect of unit and scale
differences between current data qualities, we further normalize

qj@ and its value equals

(c) (c) 7

Gmax — Gip

(C)] (nor) _

4} 1)

where qI(]fi)n denotes the minimum current data quality and qﬁfgx

denotes the max one of all DCs.

Then, to observe and reflect DCs’ long-term data qualities,
Oasis requires that the weight of DCs’ data qualities decreases
exponentially over time. That is, the more recent value is, the
heavier weight is, but the older value is also given a certain
weight. Thus, SP leverages EWMA (exponentially weighted

Algorithm 2: Quality Evaluation and Payment Allocation.

Input: Re, d(T)

Output: d(T), q q pgb), pi“)
1 Current and long term data quality evaluation
2 Calculate the task 7 s truthful result @7 by truth discovery
3 for dcj € Re do

e —distd T g™
4 | dc;’s current data quality q(»‘ ) = sy )
©_©
5 lg (C)](”"’ ) = q(ﬁ q“("‘j‘)‘ /| Eliminate the effect of unit and

max
scale differences between current data qualities.

6 | 1417 = ¢l 1€ + (1= )g

7 end

8 Two-level payment strategy

9 for dc; € Re do

10 dc;’s basic payment p&b) =b;- 2—1 // Basic payment is
affected by bid and value- per—b(l:ﬂcrl)c.

1 dc;’s actual payment p(“) [qu](() (b) /| Actual

payment is affected by current Jata quallty
12 end

moving average) to aggregate DCs’ current data qualities in
every round of tasks shown as follows

[g1ew) = o[g{)D + (1 - p)q}, (22)
where 0 < ¢ < 0.5, ¢ € R denotes an adjustable parameter.
It’s worth noting that each DC’s long-term data qualities are
recorded by SP. We do not discuss the privacy preservation
of data quality because this problem can be summarized as
anonymous reputation question which has been extensively
discussed [33].

2) Two-Level Payment Strategy: The two-level payment
strategy consists of the basic payment and the actual payment.
Specifically, the basic payment in the first level guarantees
Oasis’s economic feasibility, which is previously determined
in the recruitment phase, and the actual payment in the second
level implements Oasis’s data quality incentive in the payment
phase.

® Basic payment

To guarantee Oasis’s economic feasibility, including truthful-
ness and individual rationality, we refer to the method in [34]

and determine dc;’s basic payment p by (23)

b ,
p§- ) — bj - %7
where b; and p; represent dc;’s bid and value-per-buck, p, rep-
resents the recruitment threshold. With (23), Oasis’s truthfulness
and individual rationality can be proved, where the detailed
proof process is shown in Section VI. Meanwhile, this basic
payment strategy previously considers the budget constraint in
the recruitment phase, which guarantees the budget feasibility
in the payment phase.
® Actual payment
The nuclear idea of the actual payment is that the DCs who
submit higher quality data may receive more payment than his
basic payment and those who submit lower one is paid less by

(23)
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(24)

(@) () 24

{pg-“) > if 0] > qfy),
P\ < pl,if [gf) o) < g,

where (jggg indicates the mean value of current data quality

among the recruited DCs
o chjeRe [qj(_c)](nm‘)
e |Re]

Apparently, here Oasis assumes that the DC whose current
data quality is larger than the mean level among his peer can
be regarded as submitting high quality data. Thus, based on
the basic payment, we further determine DCs’ actual payment
according to their current data qualities by (26)

o _ lgg]r
P ==l (26)

dRe

(25)

Though there’s a little distance between sensing data and truth,
DC whose current data quality is higher than average level can
also be paid more than what he expects. It means that Oasis
allows DCs’ mistakes within the certain range, which is helpful
for motivation on DCs’ subsequent participation. With (26),
Oasis’s quality incentive in the payment phase can be proved,
where the detailed proof process is shown in Section VI.

The integrated process of the payment phase is shown in
Algorithm V-C1. Specifically, DCs’ current and long-term data
qualities are evaluated in the line 1~7 and their payments are
determined in the line 8~12.

D. Discussion

Here we demonstrate the practicability of our scheme, which
means that Oasis is suitable and practical for MCS where mul-
tiple heterogeneous sensing tasks, mass data and participants
exist.

Firstly, although focusing on the single task’s quality incen-
tive, Oasis can also solve this motivation problem under multiple
heterogeneous sensing tasks situation, which is related works
in Table I cannot realize. This scalability is based on the fact
that the multi-tasks incentive problem can be transformed to
the parallel single-task incentive in Oasis. Specifically, different
sensing tasks’ quality-aware incentives rely on different dis-
covered sensing truth results that are certainly diverse, leading
that Oasis cannot simultaneously realize multiple tasks’ qual-
ity incentive with only one discovered sensing truth However,
with the powerful computation and storage ability, SP is able
to simultaneously calculate different sensing truth of different
tasks. Based on these diverse sensing truth, SP can evaluate
DCs’ data quality and further realize quality-aware incentive on
multiple tasks respectively. However, due to the absence of effec-
tive quality-aware incentive design and the non-quality-guided
aiming setting, related works in Table I cannot realize the quality
motivation in neither single-task’s situation nor multi-tasks’.

Secondly, Oasis is able to handle the mass sensing data and
DCs effectively, which is rooted in Oasis’s ingenious technique
adoption. In recruitment phase, Oasis first adopts knapsack

TABLE III
COMPARISON OF VARIOUS INDEXES

S chemes .
ON-SEG [12] PACE [14] Oasis
Indexes
QIR X X v
QIP X X v
RM online offline online
BF X v v

Note: QIR: quality incentive in recruitment; QIP: quality incentive
in payment; RM: recruitment manner; BF: budget feasibility.

secretary to devise an online quality-aware recruitment strategy
where a dynamically mobile DC does not need to wait for all
other DCs’ arrival to get the recruitment decision. Meanwhile,
because of the adoption of knapsack secretary, our online recruit-
ment effectiveness is considerable compared with the offline
mode when facing a large scale participants. In payment phase,
Oasis evaluates DCs’ data quality with the method of truth
discovery and then pay for them based on the evaluation results
according to Myerson theorem. Specifically, truth discovery is
a mature and generally discussed technique inferring true infor-
mation among multi-source mass data, and the Myerson-based
payment calculation process is linear operation, meaning that
SP can obtain result efficiently even facing a large scale sensing
data and DCs. Thus, based on the above analysis, Oasis can fitin
a large scale situation, realizing the practicability in mass data
MCS.

VI. SCHEME ANALYSIS

In this section, we prove that Oasis satisfies economic feasi-
bility including truthfulness and individual rationality, constant
competitiveness, quality incentive in recruitment and payment
phases. Moreover, Table III shows the comparison of various
indexes about Oasis and existing schemes [12], [14].

Theorem 1: If Oasis’s payment strategy satisfies bid-
monotone, meaning that a winning player can still win the
auction if he declares a false bid that is less than his truthful
bid, and critical value, meaning that a winning player will lose
the auction if he declares a false bid that is more than his truthful
payment, Oasis satisfies truthfulness [34].

Proof: Here, we first prove that Oasis’s online recruitment
process is bid-monotone. If dc; is recruited, we can naturally
conclude that

()
- J

b, 27)

Pj > P
Therefore, if dc; falsely declares his bid bj’ < bj, we can find
that

(28)

With the false bid bj' < bj < by, dc; is still be recruited. Thus,
Oasis’s online recruitment process is bid-monotone.

To realize the data quality motivation, Oasis proposes the
basic payment to guide the fundamental level of DCs’ reward,
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which determines a large part of DCs’ actual payment. Thus,

here we analyze basic payment is the critical value.

Assuming that dc; falsely declares his bid b,;” > pg»b) , we can

find that dc;’s false value-per-buck p;” satisfies

() (1)
n_9 4q;
Pj b < o
j P;

(29)

The truthful basic payment of dc; if he bids truthfully satisfies

P =b; - 2 (30)
Px
So the upper bound of dc;’s buck-per-bang value is
(0 0
4q; 4q;
P < o = 31)
Dj b; ra
where
(1) (0
9 9 =~ =1 (32)
b;- Py b J(’)
J j
Thus, we can conclude that
"
Pj < Py (33)
which means that dc; with false bid b;” pgb) cannot be re-

cruited anymore, proving that the basic payment of Oasis is the
critical value.

Based on the above proof that Oasis guarantees both bid-
monotone and critical value, which meets Theorem 1, we can
conclude that Oasis satisfies truthfulness.

Theorem 2: 1If each DC dc; € Re who behaves truthfully can
obtain the non-negative utility, where u; > 0, Oasis satisfies
individual rationality.

Proof: Here, based on Theorem 1, we can learn that each DC
bids truthfully and his utility

uj =\ —¢; = pi — b;. (34)
If dc; is recruited, we can conclude that
P =b;- f)f >b;. (35)

Then, if dc; submits high quality data in this task, which
means that [g; (e )](”‘”) > qug, his actual payment satisfies
(@ _ [ (C)](nor)
p= g P
4Re

) 5 0

= pj > bj = Cj. (36)

‘We can conclude that

i =0 —e; >0, (37)
which means that dc; can get a nonnegative utility as long
as he can be considered to submit high quality data, meeting

Theorem 2.

Based on the above proof that Oasis meets Theorem 2, we
can conclude that Oasis satisfies individual rationality.

Remark 1: Oasis cannot guarantee the individual rationality
of DC whose current data quality is lower than the peer mean
level, which also motivates DC’s high quality sensing data.

Theorem 3: If the ratio of DCs’ long-term data qualities
amount 3" ¢(!) between online manner and offline manner is
constant, where 3 . . q] 2 €D de;eRrel ! qj( ), ceC,Oa-
sis satisfies constant compentlveness

Proof: Here, to prove Theorem 3, we first relax Algo-
rithm V-B to the offline scenario, where all of the arriving DCs
wait and set up a candidate set. Using the recruitment method
in Algorithm V-B, SP compares and recruits DCs from the
candidate set as many as possible under the budget constraint,
where the recruited DCs hold the biggest value-per-buck in the
candidate set. Let Re®/’ be the recruited DCs set of Algo-
rithm V- B in the offline scenario and the value -per-buck thresh-
oldis p* Running in an offline manner, p* 1s concluded after
observing all DCs, and we can obtain that p* 2 p,. Based on
this conclusion, we can assume that all DCs in Re®!7 are eligible
for Re if they appear in the recruitment phase in Algorithm V-B.

Based on Algorithm V-B, anew dc; arriving atstep s (6 < s <
N}) has the chance to be recruited if de; is sampled in S with the
smallest value-per-buck and p; < p;. Because the permutations
are uniformly random, the probability that at step s, the DC with
biggest value in sample set S is sampled at or before step J is
s%. Meanwhile, the probability of any dc; € Re®lt arriving
at step s is
arrives at step s without any other condition is

N%t' Thus, the probability of recruiting dc; when he

Ny
o 1
Pr(de; € Re®'7T) = Z NS (38)
s=0+1
where
N} N} t
DIINUNEECS S Y|
36+1Nlt s—1 N} S:(Hls—liNlt s418—1

(39)

J 0 /Nf L _ 0 (N
—_ — = — - In _ .
N s 2T N 5

Following the conclusion of Vaze et al [32], we have § =

—L. Thus, we can conclude that the probab1l1ty of dc; € Re®tf
is recrmted in Algorithm V-B is more than 2 <. By linearity of
expectation, we have the expected value of Re which is at least

0) 1 0)
F <chj€Re 9 ) o ch cReTS %G

Then we discuss the second recruitment constraint b; < b..
There’s no doubt that for any two DCs dc, and dc], 1f Px <
pj, Pr(b. > b;) = [32]
Thus, the probability that dc; who satisfies p, < p; is recruited
is % Based on this conclusion, we can further discuss the lower

(40)

under the assumption that p; =
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bound of the expected value of Re which is at least

0) 1 0)
B <Zd0j€Re qj ) = 2e chngeﬂff qj !

i is a constant that is independent of the other parameters,
meeting Theorem 3.

Based on the above proof that Oasis meets Theorem 3, we
can conclude that Oasis satisfies constant competitiveness.

Theorem4: 1f aDC dc; with the higher long-term data quality
has a greater probability being recruited, where Pr(dc; € Re) >
Pr(dc; € Re), ifb; = b;, qj(-l) > qgl), Oasis satisfies quality in-
centive in recruitment phase.

Proof: Here, we assume that there’re two DCs dc;, dc; arriv-
ing and requiring for task simultaneously with qfl) < q](-l) and
b; = b;. Based on Algorithm V-B, SP calculates their value-per-
buck

(41)

4
i ! - = 42
p b, < bj Pj (42)
e [f value-per-buck threshold p. satisfies

then dc; is recruited first and it is uncertain whether dc;
can be recruited after the recruitment of dc; because of the
change of p..

o [f value-per-buck threshold p. satisfies

pi < px < Py, 44
then dc; is recruited and dc; has no chance.
e [f value-per-buck threshold p. satisfies
pi < p; < pu, 45)

neither of them can be recruited.
Thus, with the same bid and arrival time, the probability of
recruitment

Pr(de; € Re) > Pr(de; € Re), (46)

which satisfies Theorem 4.

Thus, we can conclude that Oasis satisfies quality incentive
in recruitment phase.

Theorem 5: 1If a DC dc; obtains more payment than his
expectation when he submit higher quality data than his peer,
where pg-a) > p;b),q(.c) > qg, and vice versa, where p§-a) <

p;b),qj(»c) < qgg, Oasis satisfies quality incentive in payment

phase.

Proof: In Oasis, each DC dc; € Re can obtain the actual
(©
payment pga) = Z_{C)
Re
data quality is lower than the mean level cannot receive his
desired payment, where

. plgb). It means that the DC whose current

w_ % o w
a J
P = P <Py

Re

(47)

On the contrary, the DC whose current data quality is no less
than the mean value can receive his desired payment or more

than it, where

(c)
9 b b

P === = 0. (48)
dRe

From above, (47) and (48) meet Theorem 4. Thus, we can
conclude that Oasis satisfies quality incentive in payment phase.

In addition to the above theorems, we also notice that Oasis’s
recruitment strategy inevitably makes it impossible for first-
arriving DCs to be recruited, which roots in the knapsack secre-
tary method. Meanwhile, there’re several works that attempt to
settle this problem [23]. While, this is not the focus of our work,
therefore, we do not discuss this issue anymore.

VII. PERFORMANCE EVALUATION

In this section, we discuss the effectiveness of QOasis on
recruitment result and data quality motivation, respectively.

A. Experimental Setup

Experimental environment: Python language programming
was used to achieve the proposed scheme and relevant contrast
schemes. Furthermore, the experiment environment is: Intel(R)
Core(TM) i7-6700 CPU @ 3.40 GHz, 8192 MB RAM, and the
Operating System is Windows 7.

Dataset and parameters setup: To make the comparison ex-
periments more equitable and acceptable,

we adopt two real-world datasets, including temperature
dataset! and movie rating dataset MovieLens [35]. Firstly, the
former dataset is utilized generally in MCS [14], [26] and
includes 5030 temperature data sensed by 367 taxis running
in Rome. This data structure and large scale can effectively
and practically fit experimental demands in MCS. Specifically,
we divide February 2, 2014, into 24 timeslots, with each slot
being one hour, and set up 24 sensing tasks requiring each
hour’s temperature in Rome. Meanwhile, we assume that the
taxis with relevant temperature data are willing to participate in
sensing tasks. Secondly, the latter dataset MovieLens contains
10002009 rating records (1-5 point) of 3900 movies made by 6040
Movielens users. To simulate the MCS process, we first add the
random noise into the rating records based on the differential
privacy, which can be viewed as the varying-quality sensing data.
Subsequently, we model the sensing task as collecting 10 certain
movies’ mean rating records where Oasis’s and comparison
works’ sensing result accuracy can be tested. Moreover, we
dynamically set up the parameters as shown in Table IV.

Comparison indexes: To demonstrate Oasis’s superiority
in recruitment result and data quality motivation, we adopt
ON-SEG [12] and PACE [14] as comparisons, representative
schemes for online incentive mechanism and quality-aware in-
centive mechanism, respectively. On the one hand, we explore
the budget feasibility and the recruited DCs’ long-term data
qualities to testify the recruitment result of three schemes. On the
other hand, we also test DCs’ data qualities, utilities and sensing
result accuracy to verify three schemes’ data quality motivation.

I'This outdoor temperature sensing traces dataset can be found in http:
/lcrawdad.org/queensu/crowd-temperature/20151120.
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TABLE IV
THE PARAMETERS SETUP

Parameter Value

B 5,10,15
bj (0,11, (1,2], (0,2]
q} 0.5
¢ 0.4,0.3
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Fig. 6. Budget utilization rates.

B. Recruitment Result

1) Budget Feasibility: If the budget feasibility cannot be sat-
isfied, the recruitment strategy is hard to implement chronically.

o SacerePi™
Thus, we test the budget utilization rate UR = Zdejere

under ON-SEG [12], PACE [14], and Oasis to explore \A]/ghether
the budget feasibility of three schemes can be satisfied.

The experiment results under different DCs’ bids are shown
in Fig. 6(a), (b), and (c), respectively. We can find that PACE
can always guarantees that U R = 1, which means that it uses
all budget adequately to reward DCs. When b, € (0,2] and
b; € (0,1], ON-SEG overspends generally because of the un-
reasonable recruitment and payment strategies. Like ON-SEG,

Oasis runs in an online manner similarly but Oasis can always

o

8 —=— OFFLINE 0.7 |—=— ON-SEG [12]
—a— Oasis . |e—PAcE4)
EOJ —e— RANDOM B 06 —A— Oasis
< <
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Fig. 7. Recruited DCs’ long-term data qualities.

ensure U R < 1. Moreover, under the different budget constraint,
the budget utilization rates of ON-SEG, PACE and Oasis are
shown in Fig. 6(d), (e), and (f), respectively. There’s obvious
that PACE and Oasis can always satisfy U R < 1 and implement
chronically. However, ON-SEG cannot cover the total payment
for all DCs under the budget constraint in most case.

Even though recruiting DCs in an online manner, Oasis previ-
ously considers the budget constraint, which prevents SP from
recruiting more DCs than his can afford. Thus, thanks to the
pre-budgeting recruitment strategy and the reasonable payment
strategy, Oasis can obtain abundant data from the recruited DCs
under the budget constraint. Therefore, Oasis enables SP to
be profitable, which guarantees Oasis’s implementation chroni-
cally.

2) Recruited DCs’ Long-Term Data Quality: Oasis aims to
recruit DCs with higher long-term data qualities ¢*) in an online
manner, which is different from the existing works. Thus, to
test Oasis’s effectiveness, we first compare the recruited DCs’
long-term data qualities of Oasis with the OFFLINE recruitment
strategy (Algorithm V-B in the offline scenario) and the RAN-
DOM recruitment strategy, which recruits DCs randomly. Then,
to demonstrate Oasis’s superiority, we further evaluate recruited
DCs’ long-term data qualities of ON-SEG [12], PACE [14], Oa-
sis, respectively. Due to the difference in recruited DCs’ number,
we evaluate the average (not total) long-term data qualities ")
of different schemes, which is more impartial.

The comparison result of Oasis, OFFLINE, and RANDOM
is shown in Fig. 7(a). The effectiveness of RANDOM is unsta-
ble and unpromising obviously. Meanwhile, Oasis can always
maintain a little distance between OFFLINE, which is ascribed
to Oasis’s ignorance of future information. Due to the evaluated
average value, the effectiveness of Oasis is better than OFFLINE
casually, including sensing tasks 19, 22, where the recruited
DCs’ number of OFFLINE is more than Oasis.
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Overall, due to the observation on DCs’ general long-term
data quality level in the sample set, although online recruiting
DCs, rather than selecting DCs with the candidate set in the
greedy manner, Oasis still achieves superior recruitment results.
Thus, Oasis can keep an outstanding superiority invariably
compared with RANDOM. Meanwhile, Oasis can approach
OFFLINE’s performance, which can be viewed as the optimal
result.

Fig. 7(b), (¢), and (d) indicate the recruited DCs’ long-term
data qualities in ON-SEG, PACE, Oasis under different bud-
get constraints, respectively. Because of ignoring DCs’ data
qualities while recruiting DCs, PACE cannot recruit DCs with
high long-term data qualities, which leads to low quality data
purchase and damage to MCS service. Despite recruiting DCs
based on matching degree between DCs and task, ON-SEG can
only match DCs and task well, rather than recruiting DCs with
high long-term data qualities. However, recruiting DCs based on
their long-term data qualities and bids simultaneously, Oasis’s
recruited DCs keeps preferable qualities under the different
budget constraint.

Because Oasis’s recruitment factor is DC’s long-term data
quality rather than the others, which means that only the DCs
with high long-term data qualities have the chance to be re-
cruited, Oasis generally stays ahead compared with the other
works. It implies that the recruited DCs of Oasis are more likely
to submit high quality data in the current task. Meanwhile, Oasis
prefers to recruit DCs with high long-term data qualities, which
motivates DCs to submit high quality data insistently to maxi-
mize their recruited probability, while the other works cannot.
Thus, Oasis guarantees that the recruited DCs’ submitted data
qualities as well as realizes the quality incentive in recruitment
phase.

C. Data Quality Motivation

1) Quality Incentive in Recruitment Phase: The long-term
data quality ¢(¥) can affect the DC’s recruited possibility. Only
DCs” ¢ can be changed dynamically based on their data
qualities at each round of sensing task can incentive mecha-
nism realize the quality-aware in recruitment phase. However,
ON-SEG [12] and PACE [14] are failed to adjust DCs’ long-term
data qualities. Thus, we only test ¢ of DCs before and after a
sensing task in Oasis. Here we suppose that a DC can be viewed
as submitting high quality data, dc; € H, if he satisfies

. T 5
ZdeERe dw(dg )?d(T))
| Re| ’

dis(dS,dT)) < (49)

where dgT) represents dc;’s sensing data and d(T) denotes the

ground truth. Otherwise, a DC is viewed as submitting low
quality data, dc; € L.

Fig. 8(a) and (c) shows the contrast between the average long-
term data quality g of dc; € L before and after a sensing task.
We can find that DCs’ (") drops sharply, which leads to the loss
of the next round of recruitment because of their poor long-term
data qualities. On the contrary, due to the less distance between
sensing data and truth, G¥) of dc; € H rises steadily in Fig. 8(b)
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Fig. 8. Long-term data quality’s change.

and (d). This growth makes DCs more competitive in future
recruitment.

Because long-term data qualities are dynamically changed
in Oasis, but not static, the DCs’ submitted data qualities in
the current task severely affect his long-term data qualities.
Specifically, the DCs submitting low quality data are unlikely to
be recruited due to the decreasing long-term data qualities. On
the contrary, thanks to the increasing long-term data qualities,
the DCs with high quality data have a higher chance of being
recruited in the future. Therefore, considering the sustainable
utilities, the rational DCs are willing to submit high quality
sensing data for the long term in Oasis. However, because DCs’
data quality adjustment is ignored, ON-SEG and PACE cannot
guarantee the data quality motivation in recruitment phase.

2) Quality Incentive in Payment Phase: If all DCs get equal
utilities roughly whether they collect high quality data or not,
the quality incentive in the payment phase is ineffective. Thus, to
test ON-SEG [12], PACE [14], and Oasis’s quality incentive in
the payment phase, we evaluate the utilities of DCs submitting
high quality data or not, respectively.

Fig. 9(a) shows the average utilities of DCs in ON-SEG. We
can find that the utilities of all DCs are equal roughly, which
means that whether DCs submit high quality data or not can
always obtain similar utilities compared with others. Fig. 9(b)
indicates the average utilities of DCs in PACE. There’s evident
that the average utilities of DCs submitting high quality data is
more than that of DCs submitting low quality data generally.
However, because of the inaccurate data quality evaluation, the
situation exists where DCs submitting low quality data obtain
more utilities than DCs submitting high quality data. On the
other hand, Oasis pays DCs based on their data quality strictly,
and the distance between utilities of DCs is shown in Fig. 9(c).
In addition, the average utilities of DCs submitting low quality
data in three schemes are shown in Fig. 9(d). We can find that
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Fig.9. DCs’ utilities in payment phase.

the results of Oasis are even negative. On the contrary, ON-SEG
and PACE can always permit DCs to obtain positive utilities.

From above, on account of the accurate evaluation on DCs’
data quality and the reasonable quality-aware payment strategy,
Oasis guarantees that the higher quality data DCs submit, the
more payment they obtain, vice versa. In other words, there’s no
doubt that only DCs submitting high quality data can obtain a
higher utility than his peer, which means that Oasis guarantees
quality-aware in payment phase effectively. Meanwhile, com-
pared with the other works, Oasis has tougher penalties (negative
utilities) for the DCs with low quality data. However, the DCs
with low quality data in the other works can still obtain positive
utilities, leading that DCs arbitrarily submit low quality data with
out any punishment. Therefore, we deem that Oasis can motivate
DCs to submit high quality data and punish DCs submitting low
quality data in payment phase fiercely, but ON-SEG and PACE
fail to.

3) Sensing Result Accuracy: Improving the sensing result
accuracy is the most essential aim of the quality-aware in-
centive mechanisms. Thus, based on two real-world datasets,
here we compare the sensing result accuracy of ON-SEG [12],
PACE [14], and Oasis. To unify standard, we first view the
sensing result accuracy as the distance between the ground truth
and the scheme’s sensing result [17]

dis(t@,dD) = [t — dD)|, (50)

where t(9) denotes the ground truth? and d’ represents the
scheme’s sensing result. Then, we test dis(t(9),d(7)) of three
schemes.

2The ground truths in Fig. 10(a) and (b) mean the real temperature in Rome,
which can be found in https://www.worldweatheronline.com/. The ground truths
in Fig. 10(c) and (d) mean the accuracy mean rating calculated by the original
rating data without disturbance noise.
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Fig. 10.  Sensing result accuracy.

The test results based on two different datasets are shown
in Fig 10. Viewing the task completion amount as the data
quality, ON-SEG can only focus on DCs’ locations but ignore
DCs’ sensing data, which is the reason why ON-SEG’s sensing
result is far from the ground truth both in temperature dataset
and MovieLens. Though focusing on the DCs’ data qualities,
PACE supposes that the average value is the truth, which is
unreasonable in MCS due to the difference of DCs’ reliabilities.
Thus, the distance between the ground truth and PACE’s sensing
result is big relatively in all experimental results. However, with
the change of (, Oasis’s sensing result can always maintain a less
distance with the ground truth due to the all-phase data quality
motivation and reasonable data aggregation.

In brief, due to the quality-incentive in both recruitment phase
and payment phase, Oasis can guarantee the higher sensing re-
sults qualities, where the average distance of Oasis is 62.7% and
36% less than ON-SEG’s and PACE’s, respectively. Thus, Oasis
is always able to improve sensing result accuracy significantly.

VIII. CONCLUSION AND FUTURE WORK

In this article, we propose an online all-phase quality-aware
incentive mechanism (Oasis) to realize the quality incentive in
both recruitment and payment phases. Referring to knapsack
secretary method, we design a quality-aware pre-budgeting re-
cruitment strategy, which decides whether the arriving DC’s
long-term data quality and bid satisfy the recruited criterion.
It realizes the quality incentive in the recruitment phase and
guarantees the payment phase’s quality incentive under the
budget constraint. Then, with the task’s truthful result calculated
by truth discovery, we evaluate and update users’ current and
long-term data qualities. The evaluation results guide the design
of two-level payment strategy, implementing Oasis’s economic
feasibility and quality incentive in payment phase. Meanwhile,
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the updated results affect the next round of the online recruit-
ment. Extensive experiments demonstrate that Oasis has more
outstanding recruitment effectiveness and data quality motiva-
tion compared with the existing mechanisms.

However, Oasis only focuses on the single task’s quality
incentive but cannot adapt to multiple heterogeneous tasks si-
multaneously. As part of future work, we will consider multiple
heterogeneous tasks quality-aware recruitment and payment,
realizing data quality motivation.
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