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Abstract— The graph neural networks (GNNs) are susceptible
to adversarial perturbations and distribution biases, which pose
potential security concerns for real-world applications. Current
endeavors mainly focus on graph matching, while the subtle rela-
tionships between the nodes and structures of graph-structured
data remain under-explored. Accordingly, two fundamental chal-
lenges arise as follows: 1) the intricate connections among
nodes may induce the distribution shift of graph samples even
under the same scenario, and 2) the perturbations of inherent
graph-structured representations can introduce spurious short-
cuts, which lead to GNN models relying on biased data to make
unstable predictions. To address these problems, we propose a
novel causality-aligned structure rationalization (CASR) scheme
to construct invariant rationales by probing the coherent and
causal patterns, which facilitates GNN models to make stable
and reliable predictions in case of adversarial biased pertur-
bations. Specifically, the initial graph samples across domains
are leveraged to boost the diversity of datasets and perceive the
interaction between shortcuts. Subsequently, the causal invariant
rationales can be obtained during the interventions. This allows
the GNN model to extrapolate risk variations from a single
observed environment to multiple unknown environments. More-
over, the query feedback mechanism can progressively promote
the consistency-driven optimal rationalization by reinforcing real
essences and eliminating spurious shortcuts. Extensive exper-
iments demonstrate the effectiveness of our scheme against
adversarial biased perturbations from data manipulation attacks
and out-of-distribution (OOD) shifts on various graph-structured
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datasets. Notably, we reveal that the capture of distinctive
rationales can greatly reduce the dependence on shortcut cues
and improve the robustness of OOD generalization.

Index Terms— Adversarial biased perturbations, spurious cor-
relations, invariant causal rationales, OOD generalization, graph
neural networks.

I. INTRODUCTION

EMERGING research on the intrinsic mechanisms of graph
neural networks (GNNs) reveals that many models learn

from shortcut cues (i.e, spurious correlations) [1], [2], [3],
[4], which are effective only in specific datasets. Especially
under the condition of adversarial biased perturbations (e.g,
graph modification attacks [5] or distribution adjustments [6]),
GNNs tend to select simple and non-essential shortcut cues,
which may pose a serious security threat to the reliabil-
ity of GNN models in real-world scenarios. A particularly
concerning example is that a well-trained model for graph-
structured data classification may leverage undesired shortcuts
from the prior knowledge (e.g, adjacent structures) to enhance
the prediction accuracy [7]. To this end, out-of-distribution
(OOD) generalization is utilized to investigate what knowledge
drives the GNN model to perform meaningful predictions
on unseen graph samples. The selective rationalization (i.e,
feature attribution) aims to seek a small subset of the input
graph representations (e.g, rationales) that can effectively
guide and explain the model predictions [8]. Moreover, the
exploration of rationales will help to understand the inherent
mechanisms and identify the reasonable predictions.

The spurious correlation problems in GNNs have two
remarkable characteristics compared with the shortcut bias
problems in other DNNs [9], [10], [11], [12]. On the one hand,
the complicated interconnection among nodes in a graph may
induce the generation of OOD data points even in the same
scenario. On the other hand, the reasonable exploration of
structural information in graphs can provide valuable guidance
for the improvement of prediction performance; however, the
perturbations of inherent graph-structured information may
bring about spurious shortcuts, which will result in GNN
models relying on biased data to make unreliable predictions.
Hence, understanding the mutual influences between the nodes
and structures for a learning task is a fundamental issue in
ensuring that GNNs are secure and reliable against adversarial
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biased perturbations, including data manipulation attacks and
OOD shifts. To be specific, the correlations of nodes con-
struct the potential structures in graphs, which facilitates the
capture of meaningful representations to achieve accurate pre-
dictions. By explicitly discovering the relationships between
nodes and their neighbors, GNN can exploit the complicated
interactions between nodes and structures to enhance the
stability and robustness of the model against adversarial biased
perturbations. While the research community has worked to
create robust models that generalize to unseen scenarios [13],
these models often lack consensus on evaluation benchmarks
and contain improper assumptions. Moreover, many datasets
are unspecified, which implies there exist multiple equally
plausible solutions for the data. For methods that consider
parametric hypotheses, unspecified datasets can be used to
adjust the practicality and versatility of the model by focusing
on different predictive features with different training loss
functions, which may result in widely disparate predictions
under the condition of adversarial biased perturbations.

Recent studies [14], [15], [16] have shown that ratio-
nalization methods are incline to capture data biases (e.g,
spurious correlations) as shortcuts to perform predictions and
provide rationales. Typically, the spurious shortcuts are caused
by injecting perturbations [17], sampling biases [18], and
confounding factors [19] in the training datasets. Considering
Fig. 1(a), when the most bases of House-motif graphs are
Ladder, a GNN model does not require to learn the sophisti-
cated and correct functions to achieve the higher recognition
accuracy of motif types. On the contrary, it is more likely to
learn from the statistical shortcuts connecting the base Ladder
and the most frequently occurring motif House, which merely
guarantees its practicality in specific scenarios. Unfortunately,
the versatility of such methods is very poor when faced with
OOD samples, since the shortcut cues have already changed.
In other situations, the real essences may arise in deep models
that promote some input streams. As shown in Fig. 1(b), the
distribution of the number of nodes tends to exhibit invariant
rules (i.e, real essences) for specific graph structures. How-
ever, the diversity and complexity of graph data pose unique
challenges for suppressing spurious shortcuts and boosting
real essences in GNNs as follows: 1) the graph-structured
interconnections may cause non-independent and non-identical
distribution during the data collection phase; 2) since GNNs
are more sensitive to parameters, it is difficult to reveal
the real crucial subgraphs of the predicted labels through
shortcut-involved rationales; and 3) the structural correlations
are hard to be fully explored and explicitly disentangled in
overlapping graph data, which has potential implications for
the overall performance of the model against adversarial biased
perturbations.

To overcome the aforementioned challenges, we propose
a causality-aligned structure rationalization (CASR) scheme
to defend adversarial biased perturbations for GNN models.
In practice, the proposed CASR scheme constructs invariant
rationales by exploring coherent and causal patterns to pro-
mote the positive effect of real essences and simultaneously
mitigate the negative impact of spurious shortcuts. As a
consequence, the protected model is able to exhibit security
and reliability in the face of unseen graph-structured perturba-

tions and attacks. Specifically, the potential shortcut discovery
attempts to explore the patterns and characteristics of the origi-
nal graph-structured data, which can generate multi-fold graph
structures to promote the usability of the datasets by consider-
ing the interaction between spurious shortcut cues. Then, the
causal rationales are constructed by executing the interventions
across different distributions, which can be extrapolated using
the invariance principle to determine the invariant causal com-
ponents. Finally, the consistency-driven optimal rationalization
is designed to further enhance the security and robustness of
our scheme through the query feedback mechanism. Extensive
experiments show that the comprehensive performance of
CASR against adversarial biased perturbations outperforms
current state-of-the-art methods. Notably, our empirical study
suggests that the capture of distinctive rationales can avoid the
dependence on shortcut cues, which can improve robustness
to unexpected shift patterns. In summary, the contributions of
our work are summarized as follows.

• To discover the uncertain nature of shortcut cues in
relational structures, we divide the relational structure
into a set of node-centered graphs, and then decompose
the data generation process into sampling the entire input
structure, as well as sampling the output of each node
with the underlying graphs as constraints.

• To fully leverage the inherent structure information,
we construct the causality-aligned rationales to flexi-
bly capture the hidden structure of graphs. In addition,
we design an effective invariant learning-based strategy to
endow the GNN model with sufficient ability to minimize
the mean and variance of risks across different inter-
ventional distributions, which is suitable for any GNN
models.

• To further promote the overall performance, the
consistency-driven optimal rationalization is achieved
through the query feedback mechanism, which can
enhance the defensive capability and OOD generalization
by eliminating spurious shortcut cues and reinforcing real
essence cues.

• To the best of our knowledge, this is the first work
to propose a causality-aligned structure rationalization
scheme to resist adversarial biased perturbations from
data manipulation attacks and distribution shifts on
various graph-structured datasets. Comprehensive exper-
iments demonstrate that our proposed CASR can deeply
excavate the structure correlations and sufficiently reap
the rationale benefits to avoid the risk of adverse
effects.

The rest of the paper is organized as follows. Section II
gives the related work. Section III introduces the preliminary
knowledge of this work. Section IV describes the proposed
CASR against adversarial biased perturbations for GNN mod-
els. The experimental setting and implementation are presented
in Section V. The effectiveness of our proposed scheme
is demonstrated through experimental evaluation results in
Section VI. Finally, the conclusions and the future research
directions are discussed in Section VII.
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Fig. 1. An example to illustrate the difference between spurious shortcuts
and real essences. (a) The spurious shortcuts can only reveal the superficial
correlations. (b) The real essences can discover and capture the critical
rationales. The goal of this paper is to mine and identify the valuable
knowledge, from which spurious shortcuts are effectively suppressed and real
essences are fully exploited.

II. RELATED WORK

A. Robustness-Enhanced GNN Models

Due to the powerful representation capability in non-
Euclidean spaces, GNNs have been widely deployed in
various prediction tasks. However, in realistic applications, the
sensitivity of GNN models to adversarial perturbations and dis-
tribution biases can result in unreliable or unstable predictions.
As a result, there has been an increasing amount of research
work devoted to the enhancement of robustness for GNN
models in recent years, such as, structure-guided learning [20],
localized adversarial learning [21], OOD generalization [7],
and expressivity improvement [22]. Knyazev et al. [14] first
investigated the factors that affect the effectiveness of atten-
tion over nodes in GNNs, and then proposed the training
of attention in a weakly-supervised manner to promote the
robustness on larger, more complex or noisy graph samples.
To enhance the stability and robustness of GNN models
in adversarial attack scenarios, Feng et al. [23] developed a
Bayesian uncertainty-aware defense method by identifying and
leveraging the hierarchical uncertainty in GNNs. To achieve
better generalizability and adaptability in unseen domains,
Wu et al. [24] applied an attention network on the edges
of a graph instance, which was designed to select the salient
edges with the most informative attributions as the rationales
for the graph instances. Different from the above-mentioned
methods, our model is particularly designed for discovering
effective representations as well as learning invariant rationales
to enhance the robustness. To capture invariant rationales in
supervised learning scenarios, a small subset of the essential
features is organized as rationales, which guide and inter-
pret the prediction results. For a graph instance, the model
can mine potential invariant substructures from it and then
generate reasonable and effective rationales by proper fusion.
Specifically, the potential substructure can be regarded as a
product of the graph augmentation function, which preserves
the key invariant substructure of the graph instance. The
rationale can be composed of salient node properties, edge
attributes, or topological structures. Therefore, we capture
invariant rationales to enrich the diversity and perceive the

interaction, which can provide guarantees for effective causal
inferences to boost the robustness of GNN models.

B. Causal Reliability Learning for GNNs
GNNs can map graph structures (e.g, nodes, edges,

or topologies) into compact vector embeddings by nonlin-
ear transformation functions [22], [25], [26], which provides
insightful ideas for the causality extrapolation of GNNs.
Moreover, the study of causal extrapolation facilitates the
understanding of causal relationships in graph-structured data,
which can be utilized to ensure the reliability of GNN models.
Since the graph-structured data can only be obtained from the
limited environment of the training set, it is difficult to explore
the causal invariance of GNNs without prior domain knowl-
edge or additional structural assumptions. For the purpose of
realizing reliability learning, early methods investigated the
causal relationships between different components of neural
networks by exploiting the gradient-based graph analogs,
including gradient heatmaps [27], shared gradients [28], and
integrated gradients [29]. Following this, Luo et al. [30] pro-
posed a perturbation-based approach to observe the changes
in model predictions under different imposed perturbations,
which can understand the GNN predictions to evaluate the
importance of nodes and edges. Recently, Huang et al. [31]
developed a surrogate-based method to adapt an interpretable
model to the local neighborhood of the node so that the
model tracks the behavior of GNNs in the local neighbor-
hood of the target node. However, the reliability analysis of
GNN prediction results is very limited due to the fact that
the causal extrapolation of GNN models is at a relatively
preliminary stage of research. While a few works [32], [33],
[34] make several attempts to empirically evaluate GNN
inference methods, the metrics considered are neither suffi-
cient nor comprehensive. For example, most of the proposed
metrics depend on the availability of real extrapolations,
which significantly limits the variety of datasets that can be
employed for the reliability analysis of models. Furthermore,
although some initial attempts have been made to theoreti-
cally analyze model-agnostic explainable artificial intelligence
techniques such as Grad-CAM [35], SmoothGrad [36] and
GraphLIME [31], the systematic analysis of causality extrapo-
lation for GNNs has not been investigated in depth. Therefore,
this paper ensures the stability of learning by using causality-
aligned rationales, in which the potential uncertainties or risks
in new environments can be extrapolated from the observed
causal relationships. In short, the proposed CASR is designed
to suppress spurious shortcuts and promote real essences
through reasoning analysis, which is crucial to enhance the
reliability of GNN models.

C. Graph Adversarial Perturbations
Adversarial perturbations aim to manipulate the data [5] or

adjust the distribution [7] to deteriorate the performance of
the target model [37]. For graph-structured data, the common
data manipulations and distribution adjustments include data
augmentations and distribution modifications, such as aug-
menting features, adding or deleting edges or nodes, using fake
graphs, and controlling distributions across different domains.
The adversary can leverage the adversarial perturbations to
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launch attacks [38], which can be divided into the non-targeted
attack (i.e, for all given samples) and the targeted attack (i.e,
for a subset of samples). Concretely, the non-targeted attack
aims to mislead the model to make decisions by randomly
perturbing the input graphs without considering specific target
samples. In other words, the goal is to render the model to pro-
duce misguided predictions without specifying poisoned target
samples. Different from the non-targeted attack, the targeted
attack attempts to make the specific samples deceptive by
using adversarial perturbation techniques, which are designed
to enable the model to give incorrect predictions based on these
poisoned target samples. For example, Dai et al. [39] adopted
reinforcement learning to interfere with GNNs by adding or
removing edges that have a decisive effect on the goal of
the attacker. Following this, Ma et al. [40] also leveraged
reinforcement learning to attack GNNs by rewiring edges that
affect the structures in a less imperceptible way. Some works
attempt to model the attack as a constrained optimization
problem. Xu et al. [41] presented a gradient-based attack
method that facilitated the difficulty of handling discrete
graph structures by optimizing the negative cross-entropy loss.
Wang et al. [17] evaluated the unknown gradient by the prior
knowledge queries and then performed the discrete struc-
ture perturbations through the bandit optimization to achieve
black-box attacks to GNNs. Besides, due to the strong ability
of domain transformation to discover the most important
samples [42], the transformation-based attack methods have
emerged as new advanced techniques, such as Lin et al. [43]
maximized the spectral distance between the original and
perturbed graphs in the frequency domain to accomplish the
attack. However, all the attack methods mentioned above are
data manipulation attacks, which indicates that they operate the
graph-structured samples (e.g, features or labels) to conduct
the attack. The biased perturbation can also be realized by
distribution adjustments, where a simple and intuitive way
is to utilize a well-trained model to predict similar but
unseen data [44]. To tackle these challenges, we propose
a causality-aligned structure rationalization scheme against
adversarial biased perturbations to promote the performance
of GNN models.

III. PRELIMINARY KNOWLEDGE

A. Data-Centric OOD Generalization
Recent advances of the OOD generalization problem [6]

consider the cause of the distribution shift between the training
and testing data as a latent unknown environment variable
e. Assuming that the objective is to predict the label y
given the relevant input x, the environment variable will
influence the potential data generation distribution p(x, y|e) =
p(x|e)p(y|x, e). Using E as the set of environments, f (·) as a
prediction model and l(·, ·) as a basic loss function, the OOD
generalization problem can be formally formulated as:

min
f

max
e∈E

E(x,y)∼p(x,y|e=e)[l( f (x), y)|e]. (1)

Such a problem is hard to tackle, since the observations from
the training data cannot cover all possible scenarios in practice.
In other words, the actual requirement is to generalize the
model trained with the data from p(x, y|e = e1) to the

new data from p(x, y|e = e2). Recent investigations [45]
have opened up a new possibility for learning domain invari-
ant models through a data-centric approach under a proper
assumption: there exists a part of information in x that is
invariant to the prediction of y across various environments.
On this basis, the crucial idea is to learn an equivalent
representation model g that produces an approximately equal
conditional distribution p(y|g(x), e = e) for ∀e ∈ E in a data-
driven way. This implies that such a representation model
g(x) can guarantee the approximate optimal performance to
the downstream classifier under any environment. The model
p̂(y|x) with this property can be called as the invariant model
or invariant predictor. Some up-to-date studies have developed
new ideas and innovative algorithms for learning invariant
representations that provide promising solutions to achieve
data-centric OOD generalization [46].

B. Graph-Structured Correlation Exploration

An input graph G = (A,X) consists of an adjacency matrix
A = {auv|u, v ∈ V } and a node feature matrix X = {xv|v ∈
V }, where auv denotes the element in matrix A, the variable
V represents the node set, and xv is the v-th node feature
vector. Besides this, each node in the graph-structured data has
a label, which can be denoted as a vector yv(v ∈ V ). We define
G as the random variable of the graph matrix and Y as the
random variable of the node label matrix. Such a definition
considers the graph-structured input as a whole from a global
perspective. Based on this, we refer to the definition of OOD
generalization in Eq. (1) by instantiating the input as the graph
matrix G and the target as the label matrix Y. Then, the data
generation can be described as p(G,Y|e) = p(G|e)p(Y|G, e),
where e is a latent environmental variable that affects the data
distribution.

To enhance the problem-solving feasibility, we turn to
investigate the ego graph that has impact on the central node
from a local perspective. We record the L-hop neighbors of
the node v as Nv , where L is an arbitrary integer. The nodes in
Nv construct an ego graph Gv = (Av,Xv), which is composed
of a local adjacency matrix Av = {auw|u, w ∈ Nv} and a local
node feature matrix Xv = {xu |u ∈ Nv}. In this way, we can
divide the whole graph into a set of instances {(Gv, yv)}v∈V .
Note that the ego graph is regarded as a Markov blanket
of central nodes, so the conditional distribution p(Y|G, e)
would be decomposed as a combination of the independent
|V | and the identical marginal distribution p(yv|Gv, e). Then
the node-level OOD generalization problem can be formulated
as: given the graph-structured training data {(Gv, yv)}v∈V
from p(G,Y|e = e), the prediction model needs to address
the testing data {(Gv, yv)}v∈V ′ from a different distribution
p(G,Y|e = e′), where e and e′ denote the specific environ-
ment variables. Let E represent the set of environments, h as
a prediction model with ŷv = h(Gv) and l(·, ·) as a basic loss
function. More formally, the OOD generalization problem for
graph-structured data can be expressed as:

min
h

max
e∈E

EG∼p(G|e=e)

[ 1
|V |

∑
v∈V

Ey∼p(yv |Gv,e=e)[l(h(Gv), yv)]
]
,

(2)
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Since neighboring nodes are likely to contain more correla-
tion knowledge, it contributes to the stable prediction for the
label yv across different environments. Moreover, the influence
of any node u in the original graph G on different central
nodes v may vary significantly, which mainly depends on its
own position in the ego graph Gv . In this way, the above
formulation provides sufficient flexibility and reliability for
modeling graph data to accomplish the correlation exploration
of the graph structure.

C. Causal Alignment on Rationales

Through the causal observations of interactions between
data variables, we introduce the principle of discovering
shortcuts for causal alignment. Leveraging shortcut cues to
achieve causal alignment for the transparent prediction needs
to understand the underlying mechanism of the task of inter-
est [47]. Without loss of generality, we pay attention to
the graph-structured classification task and provide a causal
view of the shortcut cue discovery strategy suitable for this
task. Here, we construct the causal knowledge as a struc-
tural causal model (SCM) [48] by investigating the potential
causality among four random variables: the input graph G, the
ground-truth label Y , the causal part C , and the non-causal part
M . Fig. 2 shows the causal impact analysis, where each link
represents a causal relation between two variables.
• C → G ← M . The input graph G can be divided into

two distinct components: the causal component C and the
non-causal component M .

• C → Y. This means that C is the only piece of
knowledge to ascertain the ground-truth label Y by causal
extrapolation.

• C L9999K M . This dashed arrow indicates the potential
shared dependencies between C and M . Here, we con-
sider four possible relationships: 1) C is independent from
M (i.e, C ⊥⊥ M); 2) C is a direct cause of M (i.e,
C → M); 3) M is a direct cause of C (i.e, M → C); and
4) H is a common cause of C and M (i.e, C ← H → M).

C L9999K M can give rise to superficial correlations (e.g,
spurious shortcuts) between the non-causal component M
and the ground-truth label Y . Suppose C → M , C is a
confounding factor between M and Y . In this way, a backdoor
path can be constructed for M ← C → Y , which makes
M and Y falsely correlated. We formalize such spurious
correlations as Y⊥̸⊥ M . Among them, we perform the feature
induction assumption on M to prevent the confusion between
the induced subset of M and C . In addition, data collected
from different environments may result in various spurious
correlations, e.g, training data mainly consists of House motifs
with Wheel bases, while testing data consists of House motifs
with Tree bases. Therefore, the causal alignment on rationales
can be applied to enhance the predictive stability of GNN
models by suppressing spurious correlations.

IV. PROPOSED CASR SCHEME

A. Key Idea of CASR

In this section, we describe the proposed CASR scheme
for resisting adversarial attacks on graph-structured data in

Fig. 2. A causal perspective on the interactions between data variables
through structural causal models and interventional distributions.

detail. The architecture and workflow of CASR are illustrated
in Fig. 3. The ultimate goal of our scheme is to ensure that
the model can provide the user with accurate prediction results
even if the input graph-structured data is subject to malicious
attacks by adversary. For example, an attacker may perturb the
graphs by introducing spurious nodes or structures, where our
proposed scheme employs causality-aligned structure rational-
ization to enable the GNN model to understand the effective
essences in the graph-structured samples. In this case, even if
the adversary manipulates the correlations between nodes to
mislead the victim model, the proposed CASR that captures
the real interaction factors is still able to provide reliable
prediction services to users. Our scheme can be divided
into the following three main stages. (a) Potential shortcut
discovery. The initial graph samples collected from different
environments are employed to generate multi-fold graph struc-
tures through auxiliary perceptual regulators to enhance the
diversity of datasets and explore the interaction between short-
cuts. (b) Causality-aligned rationale construction. The original
data and augmented data participate in the construction of
causal rationales by minimizing the empirical risk, which is
guided through the bi-directional propagation between M and
C . (c) Consistency-driven optimal rationalization. The causal
query yc and the intervention query ym are designed to regulate
the distribution intervener and the causality identifier through
a query feedback mechanism, where yc is encouraged and ym
is repressed to produce optimal rationalization in the bi-level
collaborative optimization process. For a quick reference,
Table I summarizes the variables and their definitions used
in this article.

B. Potential Shortcut Discovery
Based on the preliminary knowledge in Section III-B, the

direct minimization of risk expectation across environments
is adverse to the discovery of potential shortcut cues, which
will inevitably encourage the model to depend on superficial
correlations. In addition, this dependence would be reinforced
when the uncertainty of the influence from the environment is
relatively low. The empirical studies reveal that if the model
obtains the same performance in different environments, it will
tend to exploit the invariant features, which prompts us to
design a suitable objective function to mitigate this problem.
We assume a general case that we adopt {(Gv, yv)}v∈V for
training and utilize the GNN model as a predictor: ŷv =
hθ (Gv), where θ denotes the model parameters. Based on
the above analysis, a comprehensive learning objective can
be described as follows:

min Ve[L(Ge,Ye
; θ)] + αEe[L(Ge,Ye

; θ)], (3)
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Fig. 3. The pipeline of our proposed CASR consists of three stages, which can defend against graph-structured data manipulation attacks while achieving
OOD generalization by identifying spurious shortcuts or real essences.

TABLE I
DESCRIPTIONS OF VARIABLES USED IN THIS PAPER

where L(Ge,Ye
; θ) = 1

|Ve|

∑
v∈Ve

l(hθ (Ge
v), ye

v) and α is a
trade-off parameter.

If we obtain the training graphs from an adequate number of
environments and the correspondence mapping relationships
of each graph in a particular e, for instance, {Ge,Ye

}e∈Etr

derives
{
{Ge

v, ye
v}v∈Ve , e ∈ Etr

}
, we can handle Eq. (3) through

the empirical estimation with risk extrapolation across diverse

environments [49]. As a result, Eq. (3) requires the collection
of data from different environments to enable the model to
make the desired extrapolation. To overcome such a dilemma,
we develop Z auxiliary perceptual regulators {rwz (G), z ∈
[1, Z ]} (wz is the weight of the z-th regulator), which aim to
produce Z -fold graph-structured data

{
{Gz

v}v∈V , z ∈ [1, Z ]
}

based on a specific G and adjust the training data in different
environments. The regulators are trained by maximizing vari-
ance loss to explore the effect of different environments and
to promote the stable learning of GNNs. Therefore, this can
be described by the mathematical expression as follows:

min
θ

Var[L(rw∗z (G),Y; θ)] +
α

Z

Z∑
z=1

[L(rw∗z (G),Y; θ)],

s.t. [w∗1, . . . , w
∗

Z ] = arg max
w1,...,wZ

Var[L(rwz (G),Y; θ)], (4)

where Var(·) denotes the variance calculation function, and
L(rwz (G),Y; θ) = L(Gz

v,Y; θ) = 1
|V |

∑
v∈V l(hθ (Gz

v), yv).
In addition, we edit the graph-structured data by adding or
deleting edges to specify rwz (G).

In addition, we assume that I (x, y) denotes the mutual
information between x and y, and I (x, y|e) represents the
conditional mutual information for a specific e. To simplify
the symbolic description, we record pe(·) = p(·|e = e) and
Ie(·) = I (·|e = e). Another practical issue is that in the
calculation of the KL divergence, we need to collect samples
from the joint probability distribution pe(G,Y), which leads
to the difficulty of dealing with the data transformations of
the interconnected nodes. To this end, for any probability
function h1, h2 related to the ego-graph Gv and the node
label yv , we define the following formula to compute the KL
discrepancy:

DK L(h1(Gv, yv)||h2(Gv, yv))

:= EG∼p(G)

[
1
|V |

∑
v∈V

Ey∼p(yv |Gv)

[
log

h1(Gv, yv)
h2(Gv, yv)

]]
. (5)

Following the similar idea in [50], the training error and
the OOD generalization error can be respectively evaluated by
DK L(ps(yv|Gv)||q(yv|Gv)) and DK L(pt (yv|Gv)||q(yv|Gv))
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based on the definition in Eq. (5), where ps(yv|Gv) denotes
the source data distribution, pt (yv|Gv) indicates the target
data distribution, and q(yv|Gv) represents the ideal data
distribution. In this way, the objective learning can control
the generalization error of OOD samples and facilitate the
discovery of potential shortcut cues.

C. Causality-Aligned Rationale Construction

It is known from the causality theory [51] that for each
variable X in the SCM, when the causal mechanism X =
FX (P A(X), ψX ) holds, there exists a single directed link
from the parent variable P A(X) to X , where ψX denotes the
exogenous noise of X . For simplicity, we drop the exogenous
noise and then record it as X = FX (P A(X)). Thus, there
exists a function FY : C → Y in the SCM, where the
underlying rationale needs to satisfy the following condition:

Y = FY (C), Y ⊥⊥ M | C, (6)

where Y ⊥⊥ M | C means that C mitigates the impact of Y
on M such that the causal relation C → Y is invariant across
diverse M .

Since only the graph G and the label Y can be observed
in the training process, while neither the causal component
C nor the structural mapping model FY is available, the
inherent interpretability needs to be investigated. In general,
the inherently interpretable GNN model h can be disentangled
into a shared encoder f1 for consensus representation and a
discriminative classifier f2 for performance prediction, namely
h = f1 ◦ f2, where f1 : G → C̃ guides the discovery of
causal rationale C̃ from the observed G, and f2 : C̃ → Ŷ
ensures the prediction result Ŷ to approximate Y . Unlike C
and Y as the variables in the causal inference, C̃ and Ŷ denote
potential variables in the model learning process to approach
C and Y . To optimize the modules, the common interpretable
GNNs [31], [52] generally employ the learning strategy that
minimizes the empirical risk as follows:

min
f1, f2

R( f1(G) ◦ f2(C̃), Y ), (7)

where R(·, ·) is the risk function that can be realized by using
the cross-entropy loss.

Nonetheless, such a learning strategy heavily depends on
the statistical correlations between the input features and the
labels, which may lead to the prediction model that captures
non-causal rationales. In fact, the cause of this phenomenon
is due to the ignorance of Y ⊥⊥ M | C in Eq. (6), which
is essential to ensure that the causality C → Y is invariant
across different M . By introducing this constraint, we explore
the invariant rationales through the following expression:

min
f1, f2

R( f1(G) ◦ f2(C̃), Y ), s.t. Y ⊥⊥ M̃ | C̃, (8)

where M̃ = G \ C̃ denotes the relative complement of C̃
in G. In this way, the construction of causal rationales can
be motivated to capture stable representations and eliminate
unstable representations.

Different from dividing the training data, we perform the
intervention to infer the invariant patterns across diverse distri-
butions. Specifically, we obtain m-interventional distributions

by performing intervention do(M = m) on M . This deletes
each link from the parents P A(M) to the variable M through
setting M to a specific value m. By combining different
values M = {m}, we can generate multiple m-interventional
distributions. Thus, the learning strategy for causality-aligned
rationalization can be described by the following formula:

min E[R(h(G),Y |do(M=m))]+βVar[R(h(G),Y |do(M=m))],
(9)

where R(h(G),Y |do(M = m)) evaluates the risk under
the condition of m-interventional distributions, and β is
a hyper-parameter that adjusts the strength of rationale
learning. By minimizing the empirical risk while making
the distribution-related risk insensitive, the causality-aligned
rationalization is able to seek the invariant C̃ as the
approximation to C , which can promote both f1 and
f2 to reach the desired state to improve the generalization
performance of the model h.

D. Consistency-Driven Optimal Rationalization

In order to make the rationales exhibit excellent perfor-
mance, we propose a consistency-driven optimal rationaliza-
tion mechanism through minimizing the approximation error
contributed by the cumulative risk across m-interventional dis-
tributions. After establishing the prediction ŷv for the instance
Gv by the intervention do(M = m), we can obtain the m-
intervention risk similar to Eq. (9) as follows:

R(h(G),Y |do(M=m)) = E
{(Gv,yv)}v∈V ,C̃= f1(G)

[l(ŷv, yv)],
(10)

where l(ŷv, yv) calculates the loss on an individual instance.
Let ŷm

v denote the predictive result under the m-intervention
operation. Then, we design an interventional loss evaluation
function for the distribution intervener as:

Rm = E[l(ŷm
v , yv)], s.t. Y ⊥⊥ M̃ | C̃, C̃ = f1(G), Ŷ = f2(C̃).

(11)

Specifically, Rm is required to be completely
back-propagated to the classifier f2, where its
back-propagation is separated from the other components to
prevent interference with the predefined learning objective.
As a result, it is possible that this loss boosts the specific
network branches to automatically learn the non-causal
patterns of spurious biases. In summary, we can optimize
these components together with the intervention risk of
rationale construction across different distributions to improve
the performance of the whole network, namely,

min
γ,η,µ

E[R(h(G),Y |do(M=m))]+βVar[R(h(G),Y |do(M=m))]

+E[l(ŷm
v , yv)], s.t. Y ⊥⊥ M̃ | C̃, C̃ = f1(G), Ŷ = f2(C̃),

(12)

where γ , η and µ are the parameters of the graph encoder,
the evaluation classifier and the distribution intervener, respec-
tively. Moreover, in the optimization inference stage, we obtain
C̃ and Ŷ as the causal invariant rationale and the causal effect
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prediction of the test graph G, which are able to avoid the
impact of the non-causal component M̃ .

To achieve consistency-driven rationalization, we introduce
the query function Q(·) (i.e, causal query or intervention
query), which designates the query result K = Q(C̃) as
the feedback variable for the distribution intervener and
the causality identifier. Due to the high cost of collecting
experimental data in practice, we actively seek the available
instances for consistency-driven optimization by performing
the m-intervention operation, which can efficiently facilitate
the query to capture invariant rationales across distributions.
For the τ -th iteration, the experiments results are derived from
a batch of instances that are independent identically distributed
with the observed true interventional distribution:

Gτ
= {Gτ

v}
nτ
v=1, Gτ

v ∼ p(G, C̃ |do(M = mτ )), (13)

where nτ denotes the number of nodes in the τ -th iteration,
and mτ means the m-intervention operation during the τ -th
iteration.

Most importantly, we adopt the m-intervention operation
to be the most informative with respect to the query K .
In the optimization setting, this is naturally expected as the
maximization of the corresponding information gain for the
subsequent interventions, i.e, the mutual information between
K and Gτ :

max
do(M=mτ )

I (K ,Gτ
|G1:τ−1
v ), (14)

where Gτ obeys the estimated interventional distribution of
the causal model under the intervention of mτ , and G1:τ−1

v

denotes the dataset collected when the iteration reaches τ −1.
Then, the likelihood of G1:τ

v can be computed by:

p(G1:τ
v |C̃, Ŷ ) =

τ∏
i=1

p(Gi
|C̃, Ŷ , do(M = mi ))

=

τ∏
i=1

nτ∏
v=1

p(Gi
v|C̃, Ŷ , do(M = mi )). (15)

To exploit the accessible data G1:τ
v , we record RT (G) as

the root node and N RT (G) as the non-root node. In this way,
we can update the belief and quantify the uncertainty for C̃
in SCM by calculating the posterior p(C̃ |G1:τ

v ), which can be
expressed as:

p(C̃ |G1:τ
v ) = p(Ŷ |Gτ )

∏
v1∈RT (G)

p(C̃ |G1:τ
v1
, do(M = mτ ))

+ p(Ŷ |Gτ )
∏

v2∈N RT (G)

p(C̃ |G1:τ
v2
, do(M = mτ )).

(16)

For the root node v1 ∈ RT (G), given the other variables and
parameters in the graph-structured data, which enables us to
directly calculate the root node posterior p(C̃ |G1:τ

v1
, do(M =

mτ )) in Eq. (16). While for the non-root node v2 ∈ N RT (G),

the posterior can be obtained by the following two formulas:

p(Gτ
|Ŷ )

=
p(Ŷ |Gτ )p(Gτ )

p(Ŷ )
, (17)

p(C̃ |G1:τ
v2
, do(M = mτ ))

=
p(G1:τ

v2
|C̃, do(M = mτ ))p(C̃ |Ŷ )

p(Gτ |Ŷ )
. (18)

By performing the m-intervention operation, our goal is to
maximize the information gain about the query result in Eq.
(14) while minimizing Eq. (12) to obtain the corresponding
parameters. Thus, it is equivalent to minimizing the following
function U (m):

U (m) = EC̃ |G1:τ
v

[
EGτ |C̃

[
log EK |G1:τ

v

[
p(Gτ
|C̃)

]]]
+ EC̃ |G1:τ

v

[
EGτ ,Ŷ |C̃

[
log EK |G1:τ

v

[
p(Gτ
|C̃)p(Ŷ |C̃)

]]]
,

(19)

where the entropy EK |G1:τ
v
[·] can be efficiently calculated by

selecting the model parameters for the given graph-structured
data. The search for the optimal intervention operation m∗ =
(M∗,G∗M ) requires jointly optimizing the function U (m)
according to the query requests, which involves (1) the set
of intervention operation M and (2) the corresponding m-
intervention graph-structured data G M . It naturally motivates
us to adopt a bi-level collaborative optimization solution [53]:

M∗∈arg min
M

U (M,G∗M ), ∀M, s.t.G∗M ∈ arg min
G M

U (M,G M )

(20)

In the above updating process, we first evaluate the optimal
intervention data for all possible candidate intervention
operations M and then discover the intervention operation
that minimizes the objective function. The intervention
operation M may impact multiple variables and parameters,
which will result in a complex selection problem. Therefore,
for simplicity, we only consider the single-node intervention,
i.e, |M | = 1. To obtain G∗M , we utilize bi-level collaborative
optimization to efficiently compute the most appropriate
intervention value G∗M .

Our proposed scheme can dynamically adjust the compo-
sition of real essences and spurious shortcuts by receiving
the feedback from the acquired specific knowledge, which
calculate and update the corresponding weights to give more
importance to critical patterns that produce more stable predic-
tions, while reducing the influence of features that might be
result in biased predictions. The process of adjustment and
refinement based on feedback is iterative. In other words,
the model continues to make inferences, receive feedback,
and update parameters to improve the performance over time.
By adaptively adjusting the weights as the feedback control,
the CASR scheme allows the GNN model to differentiate
between valuable causal patterns and misleading non-causal
correlations. This enables the model to achieve more reliable
predictions, even when faced with adversarial biased perturba-
tions or other challenges that may introduce spurious shortcuts.
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Algorithm 1 Causality-Aligned Structure Rationaliza-
tion
Input: training graph data {(Gv, yv)}v∈V , pre-training

GNN model h, shared encoder f1,
discriminative classifier f2, trade-off
parameters α, β, total iteration number 8;

Output: optimal parameters of GNN θ∗, optimal GNN
model h∗;

1 Initialize the parameters of GNN model, graph
encoder, evaluation classifier and distribution
intervener, which are denoted as θ , γ , η and µ,
respectively;

2 while not converge do
3 Train graph-structured data across different

environments according to Eq. (4);
4 Construct causality-aligned rationales in the SCM

by using Eq. (8);
5 Infer invariant patterns by doing the intervention

based on the learning strategy of Eq. (9);
6 for τ = 1, 2, . . . , 8 do
7 Perform m-intervention operation do(M = mτ )

during the τ -th iteration;
8 Maximize the mutual information between K

and Gτ through Eq. (14);
9 Quantify the uncertainty for C̃ by computing

the posterior p(C̃ |G1:τ
v ) in Eq. (16);

10 Obtain the objective function U (m) by
equivalently transforming Eq. (12) and Eq.
(14);

11 end
12 if τ == 8 then
13 Calculate the optimal intervention operation m∗

by jointly optimizing U (m);
14 Update the optimal graph-structured data G∗M

based on Eq. (20);
15 end
16 end

Fundamentally, the query feedback mechanism empowers the
GNN to learn from the experiences to obtain accurate and
robust decision-making results. Based on these analysis, the
proposed causality-aligned structure rationalization algorithm
can be summarized in Algorithm 1.

V. EVALUATION

A. Datasets

We adopt one synthetic dataset (e.g, Spurious-Motif1 [54])
and several real datasets (e.g, MNIST-75sp2 [14] and
TUDataset3 [55]) for graph classification tasks. The diverse
GNNs are applied in different datasets to demonstrate the
effectiveness of the proposed scheme. Specifically, the exper-
iments are performed to evaluate the GNN models in the

1https://github.com/RexYing/gnn-model-explainer
2https://github.com/bknyaz/graph_attention_pool
3https://github.com/chrsmrrs/tudataset

TABLE II
STATISTICS OF GRAPH BENCHMARK DATASETS USED IN OUR EVALUA-

TION EXPERIMENTS

following two aspects, i.e, the capability of resisting data
poisoning attacks and the ability of OOD generalization. Here
we briefly describe the datasets, while the statistics of all
datasets are summarized in Table II. Moreover, a more detailed
description of the dataset can be seen as follows: leftmargin=*
• Spurious-Motif. It is a synthetic dataset containing

18,000 graphs, where each graph consists of one base
component (Tree, Ladder, Wheel represented by S = 0,
1, 2) and one motif component (Cycle, House, Crane
represented by T = 0, 1, 2). The ground-truth label is
solely determined by the motif component. In the distri-
bution shift scenario, an adjustable bias b is introduced
to control the distribution between the base component
and the motif component in the training set:

P(S) =
{

b , if S = T,
1−b

2 , otherwise.
(21)

In the testing set, the base and motif components are ran-
domly connected together with equal probability. Thus,
we can manipulate b to produce Spurious-Motif datasets
with different distribution gaps.

• MNIST-75sp. The MNIST images are converted into
70,000 superpixel graphs with up to 75 nodes in each
graph. The nodes in the graphs are denoted by superpix-
els, while the edges are represented by the spatial distance
between the nodes. The label of each graph is derived
from one of 10 categories. Notably, the random noise is
added to the node features of the testing set.

• TUDataset. We select three molecular datasets (i.e,
AIDS, NCI1, PC3) and two social networks datasets (i.e,
IMDB-B, IMDB-M) from TUDataset, which are widely
used as graph classification benchmarks. For molecular
datasets, the graphs describe the structure of the chemical
compounds, where the nodes represent the atoms and the
edges indicate the bonds between the atoms, respectively.
For social networks datasets, IMDB-B and IMDB-M are
two collaboration datasets in movies, where the nodes
denote the actors and the edges indicate that the con-
nected actors appear in the same movie.

B. Attack Models

We adopt five representative graph attack methods to eval-
uate the effectiveness of the proposed scheme. leftmargin=*
• Random perturbation attack (RPA). This is a simple and

feasible attack strategy by randomly adding or removing
edges to produce perturbed graphs. In our experiments,
the default perturbation ratio is set to 3.0%. The RPA as
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a baseline attack strategy can be employed to evaluate
the vulnerability of GNN models under simple random
perturbations.

• Adversarial transfer attack (ATA) [44]. The purpose of
ATA is to degrade the recognition performance of the
model substantially by deploying the well-trained model
to predict similar but unseen samples. The ATA simulates
that an attacker may try to leverage the limited general-
ization of GNNs in real-world scenarios, which facilitates
the evaluation of the robustness on similar but unseen
samples.

• ReWiring attack (ReWatt) [40]. The deep reinforcement
learning is utilized to perform rewiring attacks that affect
the graphs in a less noticeable way. The ReWatt deceives
the model while maintaining graph-structured integrity
through subtle perturbations, which can be exploited to
evaluate the sensitivity of GNN models to imperceptible
perturbations.

• Bandit optimization attack (BOA) [17]. The attacker
captures the unknown gradient through the prior knowl-
edge query and then implements the discrete structure
perturbation by using the bandit optimization. The BOA
maximizes the effectiveness of the attack through limited
information, which can be used to test the stability and
reliability of GNN models defense against adversarial
biased perturbations.

• SPectral AttaCk (SPAC) [43]. This attack leverages
a transformation-based approach, which maximizes the
spectral distance between the original and perturbed
graphs in the frequency domain to complete the attack.
The SPAC can be applied to explore the vulnerability of
GNN models on graph-structured perturbations through
spectral characteristics to assess the robustness against
such attacks.

These selected attack models cover a range of attack strate-
gies, from simple random to complicated hybrid perturbations.
By introducing these diverse attack models, we can deeply
investigate the reasons for the vulnerability of GNN models
and evaluate their robustness and reliability under different
types of adversarial biased perturbations.

C. Defense Methods
We thoroughly compare the proposed scheme with the

following two types of defense methods.
• Specialized reasoning defenses: graph attention net-

work (GAT) [56], uncertainty-aware attention graph
(UAG) [23], and structural entropy pooling (SEP) [57].
We adopt the masks generated on the graph-structured
data as the rationales. We also employ graph substruc-
ture networks (GSN) [22], a topology-aware knowledge
sharing approach that provides rich and diverse data for
GNNs with salient structural representations.

• Stable learning defenses: variance risk extrapolation (V-
REx) [49], multi-domain calibration (MDC) [58], and
localized adversarial domain generalization (LADG) [21].
Such algorithms improve the robustness and stability
for GNN models, which can promote the generalization
ability of the models to achieve better prediction results
in unseen domains or out-of-distribution datasets.

TABLE III
RESULTS OF CLASSIFICATION ACCURACY (%) ON BENCHMARK DATASETS

UNDER THE CONDITION OF RPA. THE BEST RESULTS ARE MARKED
IN BOLD

VI. EXPERIMENTAL RESULTS

In this section, our experimental evaluation is designed to
answer the following research questions (RQs):
• RQ1: Can the proposed CASR effectively resist various

attacks in graph-structured tasks?
• RQ2: Does our CASR scheme outperform other defense

methods under the condition of hybrid attacks?
• RQ3: How does CASR contribute to the improvement of

generalization capability?
• RQ4: What is the role of curbing spurious shortcuts

and boosting real essences for enhancing the defensive
performance?

• RQ5: Whether the stability and robustness of GNN
models are guaranteed by rationale extrapolation?

A. Evaluation of Defensive Effectiveness (RQ1)
We adopt the five representative threat attacks mentioned

in Section V-B to analyze the defensive effectiveness of the
proposed scheme as follows.

1) Defense against RPA. We randomly add or remove
edges with a perturbation ratio of 3.0% to three groups of
datasets, including Spurious-Motif, MNIST-75sp, and AIDS.
The results of the random perturbation attack for all three
datasets are shown in Table III. We follow the default
parameter settings of other defense models in practical imple-
mentation. We observe that UAG, V-REx and MDC have
similar performance against the random structural perturba-
tions. However, among the seven defense methods, our scheme
achieves the highest accuracy on the perturbed graphs in all
experiments. In addition, the proposed scheme exhibits the
least fluctuation in performance variance. In contrast, GAT
seems to be the most sensitive to the random perturbation
attack.

2) Defense against ATA. We adopt the Spurious-Motif
dataset for the adversarial transfer attack. Based on the dataset
descriptions, we set different b to obtain multiple biased
datasets. In this attack, the attacker can employ the decep-
tive graph datasets and thus all the defense methods suffer
from significant performance degradation when compared to
the random perturbation attack. As given in Table IV, the
performance of the defense methods gradually decreases as
b increases, which indicates that the intensity of ATA is pos-
itively correlated with the defense difficulty. Surprisingly, our
defense scheme is considerably more robust, which achieves a
performance improvement of up to 9.79%. This clearly demon-
strates that the proposed scheme has the ability to extrapolate
the true structural knowledge even in the case of ATA.
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TABLE IV
RESULTS OF CLASSIFICATION ACCURACY (%) ON THE SPURIOUS-MOTIF

DATASET UNDER THE CONDITION OF ATA. THE BEST RESULTS ARE
MARKED IN BOLD

Fig. 4. Experimental evaluation results for defending against the ReWatt on
the IMDB-B and IMDB-M datasets.

3) Defense against ReWatt. We select the graph-structured
data successfully attacked by ReWatt on the IMDB-B and
IMDB-M datasets, where the strength of the attack can be
controlled by adjusting the proportion of poisoned samples.
The ReWatt is one of the more challenging obfuscation attacks
since it modifies the graph structures in an imperceptible
way. However, as shown in Fig. 4, our proposed scheme
consistently exceeds all the compared defense methods by a
large margin. Under this attack, it is interesting to observe
that both UAG and SEP perform poorly compared to the GAT
model. Nevertheless, the huge variance renders GAT unreliable
and infeasible in practice, especially when the attack is severe.

4) Defense against BOA. The performance of four defense
methods against BOA is tested on the IMDB-B dataset.
We randomly select 100 samples from the IMDB-B dataset as
auxiliary data, and then generate the corresponding poisoned
samples for each auxiliary sample via the BOA. We con-
duct two sets of experiments, where one group used clean
auxiliary samples (denoted as Gc) for training and poisoned
auxiliary samples (denoted as G p) for testing, while the other
group used poisoned auxiliary samples for training and clean
auxiliary samples for testing. In Fig. 5, we give the predic-
tion confidence of various defense models on the auxiliary
dataset and check if the auxiliary samples are successfully
defended, i.e, whether the auxiliary samples are correctly
classified. We find that the CASR scheme provides a dra-
matic improvement in defending against BOA by suppressing
spurious shortcuts and promoting real essences to capture
the desired rationalization. In addition, our proposed scheme
enhances the confidence and accuracy of prediction, while
the other compared defense approaches exhibit vulnerability
to BOA.

5) Defense against SPAC. Under the condition of poisoning
attack and evasion attack, we evaluate the performance of
several defense methods against SPAC on four datasets (i.e,

Spurious-Motif, MNIST-75sp, IMDB-B, and IMDB-M). For
the poisoning attack, we indirectly affect the classifier by
perturbing the graph-structured training data. The perturba-
tion samples are produced by using SPAC. We first train
the defense models with poisoned samples, and then report
the corresponding classification accuracy on clean graph-
structured data. Fig. 6 provides an extensive comparison of
different perturbation rates. From the results, our scheme
shows an average performance improvement of 5.24% (and
up to 12.11%) compared to other defense methods, which
indicates that the proposed CASR is effective against SPAC.
For the evasion attack, we first train a classifier on clean
graph-structured data, and then the classifier is deployed for
the prediction tasks. The attacker generates edge perturbations
based on the prediction rule of the classifier. As can be seen in
Fig. 7, the performance has been significantly improved by our
defense scheme. The reason is that our CASR scheme learns
the implicit knowledge of the graph-structured representations
by identifying spurious shortcuts or real essences.

B. Evaluation of Comprehensive Superiority (RQ2)

To validate the comprehensive superiority of our defense
scheme, we evaluate and compare the proposed model with
previous defense methods under the condition of hybrid attack.
Specifically, we randomly collect 20% of the graph samples
as auxiliary data and adopt three attack models (i.e, ReWatt,
BOA, and SPAC) to generate the corresponding poisoning
auxiliary samples. In the practical implementation, we follow
the default parameter settings of the other attack models. Then,
the different types of poisoning samples are mixed to launch
poisoning attacks and evasion attacks. In these experiments,
the proportion of poisoned samples with different types is
set to 1:1 for all scenarios of hybrid attacks. Fig. 8 shows
the performance of the five defense methods against the three
hybrid attacks (i.e, R&B, R&S, and B&S) on two datasets (i.e,
AIDS and NCI1). Compared to the best performance of the
other compared defense methods, our scheme still achieves
1.48% and 2.23% average improvement on AIDS and NCI1.
Among the five defense approaches, the proposed CASR offers
the superior performance in all experiments, which confirms
the comprehensive superiority of our scheme against various
adversarial attacks.

C. Evaluation of Generalization Capability (RQ3)

In order to evaluate the generalization capability, we conduct
a series of experiments to investigate the OOD robustness
and the dataset transferability. For the OOD robustness experi-
ments, we adopt the MNIST-75sp dataset to obtain four testing
datasets, i.e, clean testing samples, Gaussian noise testing
samples, colored testing samples, and Gaussian noise and
colored testing samples. Table V reports the experimental
results of OOD generalization on the MNIST-75sp dataset.
Compared with other defense methods, the proposed CASR
consistently achieves the best performance on OOD samples,
which demonstrates the strong OOD generalization capability
of our scheme. The accuracy of the robust GAT is impressive
on the clean testing graphs, while the performance decreases
significantly on the OOD testing graphs. This is attributed
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Fig. 5. Results of resistance to BOA on the IMDB-B dataset. On the X-axis, we show the prediction confidence for the poisoned auxiliary samples through
the clean auxiliary data participating in the training. On the Y-axis, we record the prediction confidence for the clean auxiliary samples through the poisoned
auxiliary data participating in the training. Note that the green circles and red circles indicate correctly and incorrectly predicted samples, respectively.

Fig. 6. Evaluation results of defending against SPAC under different perturbation rates through training-time poisoning attacks.

Fig. 7. Evaluation results of defending against SPAC under different perturbation rates through testing-time evasion attacks.

Fig. 8. Experimental results of resistance to hybrid attacks on AIDS and NCI1 datasets. R&B, R&S, and B&S denote the poisoned samples generated by
using ReWatt and BOA, ReWatt and SPAC, and BOA and SPAC, respectively.

to the fact that the graph topological properties are relatively
more stable than node features when making predictions on
the MNIST-75sp dataset. However, GAT merges the imperfect
knowledge from graph topological properties and features into
uniform graph representations, which leads to poor generaliza-
tion performance due to the learning of spurious correlations.
In contrast, the proposed CASR learns invariant ratio-
nales from graph-structured data through causal correlation
mining.

For the dataset transferability experiments, we evaluate
the performance on the NCI1 and PC3 datasets. In previous
experiments, we assume that the auxiliary data come from the

same distribution as the testing data, whereas in the dataset
transferability experiments, we perform extensive experiments
when the auxiliary data are different distributions from the test-
ing data. We explore the dataset transferability between NCI1
and PC3 in the case of ReWatt. In Fig. 9, the experimental
results show that our scheme is still effective. By weakening
the subtle nonlinear dependencies in graph-structured data, our
scheme can learn the mapping relationship between rationales
(i.e, informative graph topological representations) and labels.
In this way, the graph-structured representations are less
affected by the distribution bias and thus tend to have better
generalization performance.
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TABLE V
EVALUATION RESULTS OF OOD GENERALIZATION ON THE MNIST-75SP

DATASET. THE BEST RESULTS ARE MARKED IN BOLD

Fig. 9. Evaluation results of dataset transferability between NCI1 and PC3
under the condition of ReWatt.

Fig. 10. Evaluation results of shortcut influence on the MNIST-75sp and
AIDS datasets in the case of RPA and SPAC.

D. Evaluation of Shortcut Influence (RQ4)
In this section, we investigate the influence of spurious

correlations by adjusting the proportion between shortcut cues
and essence cues through weight assignment. Specifically,
we observe the defensive capability of the proposed scheme
against RPA and SPAC on the MNIST-75sp and AIDS datasets
with different proportions. Fig. 10 illustrates the performance
of our defense scheme against adversarial attacks as the per-
centage of spurious correlations decreases. The experimental
results can be analyzed from the following two perspectives.
From a global perspective, the general trend of the experimen-
tal results becomes better progressively, which implies that the
suppression of shortcuts can strengthen the defense ability.
From a local perspective, the reduction in the percentage
of shortcuts in a small range does not necessarily lead to
performance improvement. This phenomenon lies in the fact
that shortcut cues and essence cues can be connected and
interacted with each other. Therefore, the shortcut cues can be
corrected under the guidance of essence cues to some extent.

E. Evaluation of Rationalization Role (RQ5)
Extensive experiments are conducted on the NCI1 dataset

under RPA and BOA conditions to explore the role of rational-
ization. Specifically, we observe the variation of intervention

Fig. 11. Evaluation results of rationalization role for our scheme on the
NCI1 dataset under the condition of RPA and BOA. (a) The variation curve
of intervention risk with the number of iterations. (b) The evolution of defense
performance as training progresses.

risk and defense performance with the number of iterations
during the consistency-driven rationalization. As shown in
Fig. 11(a), the intervention risk first increases, then progres-
sively decreases, and eventually converges to the steady state.
Fig. 11(b) illustrates that as the number of iterations increases,
the prediction accuracy of our scheme gradually increases
until it reaches convergence. Moreover, there exist concealed
correlations between intervention risk and defense perfor-
mance, namely, the defense performance increases rapidly
with the increase of intervention risk but grows slowly with
the decrease of intervention risk. To probe this learning
paradigm, we divide the entire co-training process into two
phases, including the stable matching and the discriminative
adaptation. The stable matching involves the initial training
of f1 to learn the causal consensus representation C̃ . Since
intervention risk can be viewed as the magnitude of the impact
of stability constraints, the discriminative adaptation searches
for rationales that satisfy the causal invariance principle.
Consequently, f2 rapidly performs distribution adaptation with
the different rationales based on the construction of f1. In the
final training process, our goal is to ensure that if f1 undergoes
a small change, the rationales remain essentially unchanged
compared to the initial training process. In this way, the
desired rationalizations are learned from the construction of
consistency-driven rationales, which is in accordance with
the principle of causal invariance. This also implies that the
consistency-driven optimal rationalization is able to consol-
idate the mapping relationships (e.g, f1 : G → C̃ and
f2 : C̃ → Ŷ ) by capturing the informative representations.
In conclusion, the above results and analysis demonstrate
the effectiveness of the proposed causality-aligned structure
rationalization, which reveals the substantial role of improving
defensibility and generalization in graph-structured data.

VII. CONCLUSION

In this paper, we present a causality-aligned rationale con-
struction scheme based on the reliability extrapolation (i.e,
identifying shortcut or essence cues) to enhance the defensive
capability and the generalization performance for GNNs. The
interesting conclusions can be derived from these research
results as follows: 1) a potential shortcut discovery aims
to explore the patterns and characteristics of the original
graph-structured data to produce multi-fold graph structures,
which facilitates the diversity of the dataset to capture the
complementary information between spurious correlations; 2)
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the causality-aligned rationale construction is designed from
the perspective of different environments (i.e, interventional
distributions) to distill the salient features that are informative
and robust across these distributions, which can be exploited
to discriminate stable representations from unstable ones for
researchers in other application fields, such as intrinsic inter-
pretability, adversarial defense, and OOD generalization of
GNNs; 3) this work provides a meaningful view that the
consistency-driven optimal rationalization can be utilized to
further improve the security and robustness through a query
feedback mechanism in GNN model; and 4) extensive exper-
iments demonstrate that our proposed CASR has the distinct
advantage of overall performance (e.g, defensiveness and
stability) in graph-structured scenarios where the underlying
distributions are governed by unknown disturbances. Further-
more, the rationale benefits can be reaped to reduce the risk of
adverse effects through invariant extrapolation learning. In the
near future, we are planning to investigate the cross-interaction
mechanism between shortcuts and essences that can reliably
and securely build GNN models with high-level interpretabil-
ity under various complex data distributions.
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